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ABSTRACT 

 

         MicroRNAs (miRNAs) are small noncoding RNAs that regulate gene expression by 

suppressing messenger RNAs. The RNase Drosha, as part of the Microprocessor 

complex, performs the initial processing step in miRNA biogenesis. Drosha, in complex 

with its partner protein DGCR8, must distinguish its RNA substrates (called primary 

microRNAs) and identify the proper positions within these substrates to perform 

ribonuclease activity. My thesis work focuses on how the Drosha/DGCR8 complex 

recognizes primary microRNA structures and determines their processing sites, thereby 

regulating the initiation of microRNA biogenesis. 

         Past biochemical and structural studies have left numerous unanswered questions 

about pri-miRNA processing. Using an in vitro system with human Drosha and DGCR8, 

I pinpointed the role of heme binding in DGCR8-mediated regulation of pri-miRNA 

processing, and revealed that heme activates DGCR8 to preferentially bind terminal loop 

structures, thereby orienting Drosha at the proper position for productive processing. 

Drosha tends to favor improper binding/processing sites on many pri-miRNAs, and 

heme-activated DGCR8 serves to correct this erroneous behavior and enable pri-miRNA 

processing at the appropriate site. Using information gained from these studies, I 

optimized a stable Drosha/DGCR8/pri-miRNA complex, which I then used as part of a 

collaboration to determine atomic structures through cryo-electron microscopy (cryo-

EM). My cryo-EM structures revealed major new insights into how Drosha and DGCR8 

ensure that pri-miRNAs possess the requisite structural features. A rigid assembly of 

double-stranded RNA-binding domains (dsRBDs) establishes a measuring system for pri-



	
	
miRNA stem length. In addition, two newly identified regions of Drosha, the Wedge and 

the Belt, clamp over the basal end of bound RNAs and check for structural features 

required for efficient processing. In conjunction with the heme-binding region, which 

identifies the terminal loop, these components work together to recognize pri-miRNAs 

and enable processing.  Overall, my work reveals critical information about how Drosha 

and DGCR8 work together to identify pri-miRNAs.  
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1	
Chapter 1: Introduction—MicroRNA regulation and recognition 

 

1.1. MicroRNA functions and association with disease 

         MicroRNAs are short (21-22 nt) noncoding RNAs that regulate gene expression. 

MiRNAs post-transcriptionally regulate nearly every biological process, through their 

partial complementarity to messenger RNAs (mRNAs). The interactions between a 

miRNA and its target mRNA initiates a process called RNA interference, in which 

translation of targeted mRNAs are suppressed through several mechanisms (1). The 

majority of human genes are regulated by miRNAs (2), and a single mirRNA may target 

dozens or hundreds of target mRNAs (3). Thus nearly all biological processes are 

regulated by miRNAs, including brain development (4), synaptic plasticity (5, 6), 

hematopoiesis (7), muscle development (8), immune development (9), viral infection 

(10), and apoptosis (11) (Figure 1). RNA interference is thought to be conserved across 

all eukaryotes (1), and miRNAs and miRNA-like RNAs appear to have evolved 

independently in other eukaryotes including plants and fungi (12-14).  

         Considering the pervasive roles of miRNAs, it is unsurprising that miRNA 

dysregulation is associated with the pathogenesis of many diseases. Many studies have 

established links between aberrant miRNA function and numerous disorders, including 

fragile X syndrome (6, 15), Rett syndrome (16), autism (17), depression (18), 

schizophrenia (19), drug addiction (20), Alzheimer’s disease (21), cardiovascular disease 

(22), and psoriasis (23). In addition miRNA dysfunction has frequently been associated 

with cancer (24-27). Aberrant expression of microRNAs is found in virtually all forms of 
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cancer, and these expression patterns are frequently interpreted as “hallmarks” of cancer 

(28-30). Some cancers are associated with deletions or point mutations in miRNA genes 

(27, 31), while many others are linked to alterations in miRNA expression. Cancer can be 

driven by enhanced expression of oncogenic miRNAs (32, 33), or by downregulation of 

tumor suppressor miRNAs (34-36). In some cases, these alterations in miRNA expression 

are driven epigenetically, through promoter hypermethylation (37) and through histone 

modifications (38). Because of the high degree of involvement of miRNAs in disease, a 

more complete understanding of miRNA biogenesis would provide a foundation for 

development of improved therapeutics. 

 

1.2. MicroRNAs are pervasive throughout animal species and play critical roles in 

humans 

         MiRNAs were first identified in Caenorhabditis elegans (39) as critical regulators 

of development, and soon thereafter were found to act through partial complementarity 

with specific mRNAs (39, 40). Later it was discovered that a large class of RNAs with 

this role exists (41-43). Identification of potential miRNAs has been facilitated by 

genomic analysis, and miRNA genes have been found throughout the animal kingdom. In 

the case of humans, one conservative estimate is that at least 60% of protein-coding 

genes are targets of microRNAs, although the number may be much higher (2). A very 

stringent analysis of potential human miRNAs found that at least 519 (44) miRNAs exist 

in humans. The number in lower vertebrates is smaller, and smaller still in simpler 
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organisms such as Drosophila melanogaster (164 miRNAs) (44, 45) and Caenorhabditis 

elegans (147 miRNAs) (44, 46). 

         MiRbase, the online database of microRNAs, contains annotations for 

approximately 2000 human miRNAs, but many of these may be false positives (47). The 

list of highly conserved human miRNAs is likely nearly complete, but more poorly 

conserved miRNAs are still being identified. A more thorough understanding of what 

constitutes a functional microRNA would facilitate identification of these poorly-

conserved miRNAs. 

 

1.3. Genomic sources of microRNAs 

         Most miRNAs are processed by RNases that cut out mature miRNAs from larger 

RNA sequences, in a process called miRNA maturation. The first step involves cutting a 

primary microRNA (pri-miRNA) transcript out of a larger piece of genomically encoded 

RNA. These larger RNAs often consist of spliced introns (>25% of conserved miRNAs 

and >50% of poorly conserved miRNAs in mammals (48, 49)), while many others are 

noncoding RNAs harboring clusters of microRNAs (50). Thus, pri-miR sizes can range 

from a few hundred nucleotides to several thousand nucleotides (45), are frequently 7-

methylguanosine-capped and poly-adenylated (51), and are transcribed by RNA 

polymerase II (52). Therefore, the system by which miRNAs are processed must 

critically rely upon cues to ensure that miRNAs are properly distinguished from other 

RNAs, and processed accurately. Furthermore, the machinery involved in producing 

microRNAs must be flexible enough to accommodate many different sequences. 
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1.4.  The canonical microRNA biogenesis pathway  

         A pri-miRNA consists of a hairpin loop structure formed by intramolecular folding 

(Figure 2). Human microRNA processing is carried out by two RNaseIII family enzymes, 

called Drosha and Dicer. RNaseIII enzymes are ribonucleases containing highly 

conserved RNase III domains (RIIIDs), which form inter- or intramolecular dimers and 

cleave double-stranded RNA (dsRNA) by hydrolyzing a phosphodiester bond on both 

strands, leaving a phosphate group on the 5’ ends of the cut. The staggered orientation of 

RIIIDs on dsRNA leads to a characteristic 3’ overhang containing 2 single-stranded 

nucleotides (53-55). Drosha, which serves as the catalytic component of a larger multi-

protein complex called Microprocessor, initiates miRNA processing by cleaving pri-

miRNAs on the end opposite the loop (the basal region). This event produces a product 

called a precursor miRNA (pre-miR)(56), which contains a mature miRNA duplex and a 

terminal loop opposite the Drosha cut sites (Figure 3). 

         Pre-miRNAs are then exported to the cytosol by Exportin-5/Ran-GTP (57, 58) and 

are cleaved again by Dicer (55, 59-61), yielding a mature miRNA duplex (Figure 3). 

Dicer associates with the RNA-induced silencing complex (RISC), which contains 

argonaute family proteins (62). Argonaute proteins utilize several mechanisms to separate 

the two miRNA strands, select a “target strand”, and use the sequence of the target strand 

to identify target mRNAs and suppress their translation. The strand that is not selected is 

called a passenger strand or “star” strand and is discarded (63, 64). The strand selected to 
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become the target strand depends on the stability of the two ends, with preference going 

to the more weakly pairing end (65) and with a preference for 5’ pU or pA (66, 67).  

         MiRNAs typically target the 3’ untranslated region (UTR) of mRNAs at conserved 

sites (47). MiRNAs can be classified into families according to their target sequences, 

which are determined primarily through the 5’ region of the miRNA (positions 2-8, called 

the “seed region”) (68). It is likely that members of individual families arose from gene 

duplications (i.e., they are paralogous). The seed sequence is so critical to targeting that 

even a shift of a single nucleotide can alter the seed sequence in such a way as to allow 

targeting of different mRNAs (68-71). Because miRNA targeting is driven by sequence, 

it is critical that miRNA production is precise and tightly regulated.  

 

1.5. Primary microRNA processing is carried out by the RNase Drosha 

         Drosha is an RNaseIII enzyme that initiates the pathway of microRNA biogenesis 

by processing primary microRNAs into precursor microRNAs. Through its two tandem 

RNaseIII domains (RIIIDa and RIIIDb), Drosha cleaves near the basal end of the pri-

miR, releasing the stem-loop structure known as a precursor microRNA (pre-miR).  

         Human Drosha is a 160kDa polypeptide containing two RNaseIII domains, which 

are flanked by domains known to be critical for function (Figure 4). The disordered N-

terminus (residues 1-352) is not involved in RNase activity (72), but is critical for nuclear 

localization (73). The Central Domain (CED) is N-terminally adjacent to the RIIIDs, and 

is essential for pri-miRNA processing activity. A crystal structure of human Drosha 

revealed that the CED shares some structural features with Dicer, including structures 
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resembling the “platform” and “connector” helix found in human and Giardia intestinalis 

Dicer, suggesting a common ancestral origin for the two RNaseIII proteins (74). In 

addition, a “PAZ-like” domain was proposed for a region of Drosha that was mostly 

disordered but had slight resemblance to the PAZ domain of Dicer. The RIIID domains 

are stabilized by the CED and the association of these three domains forms a binding 

surface for dsRNA. The two RIIID domains form an intramolecular dimer and each 

domain cleaves one of the two strands in the dsRNA stem (53, 55). Mutagenesis studies 

have shown that the N-terminal RIIID (RIIIDa) is responsible for the 3’ cut, while the C-

terminal RIIID (RIIIDb) makes the 5’ cut (72). Located C-terminally to the RIIIDs is a 

double-stranded RNA binding domain (dsRBD), a common domain involved in (usually 

nonspecifically) recognizing double-stranded RNA. Interestingly, the dsRBD of Drosha 

contains substitutions at several residues normally associated with RNA binding, and 

these substitutions are critical for Drosha activity for unknown reasons (75, 76). 

 

1.6. Downstream steps in microRNA biogenesis are directly influenced by Drosha 

activity 

         The steps following pri-miRNA processing rely upon Drosha activity. As 

mentioned previously, Drosha cleavage determines the boundaries of the basal end of the 

miRNA duplex. The 2nt 3’ overhang produced by Drosha is directly recognized by 

Exportin-5 and is therefore critical for pre-miRNA export to the cytosol (77). During 

Dicer processing, the overhang is recognized by the PAZ domain of Dicer, and is critical 

for pre-miRNA processing (78-81). Furthermore, Dicer uses a “molecular ruler” to 
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determine placement of its catalytic centers, using the Drosha cut sites as reference points 

(81, 82). Therefore, the activity of Drosha indirectly influences the Dicer cut sites, 

thereby determining the sequences of both ends of the miRNA duplex. Understanding 

recognition and cut site determination of pri-miRNAs by Drosha is critical to our 

understanding of microRNA biogenesis. 

 

1.7. A unique role for DGCR8 in dsRNA processing 

         Microprocessor contains numerous factors, including various RNA-binding 

proteins, although the exact composition may vary under different circumstances (45, 72, 

83). However, it has been established that the core components of Microprocessor are 

Drosha and its partner protein, DiGeorge syndrome critical region 8 (or DGCR8). 

Together, these two proteins are sufficient for pri-miRNA processing in vitro, and can 

produce pre-miR products with the same sequences as is observed in vivo. Thus, gaining 

a more complete understanding of these minimal Microprocessor components can 

provide a wealth of knowledge on substrate recognition and specificity, as well as 

regulation of Drosha function.   

         The requirement of Drosha for a partner protein is unique among RNaseIII family 

members. For example, human Dicer does not directly require association with any other 

proteins for stability or activity (49). RNaseIII proteins in lower species, such as the 

Saccharomyces cerevisiae protein Rnt1p and the bacterial Ribonuclease III proteins, are 

also capable of functioning without additional factors. In contrast, Drosha requires co-

expression with DGCR8 for stability, and Drosha activity is virtually zero without 



	

	

8	
DGCR8. Drosha is stabilized by a conserved C-terminal tail (CTT) of DGCR8, which 

binds to the RIIID domains of Drosha. DGCR8 itself has no catalytic activity; instead, it 

contributes to processing via its RNA-binding regions, including two tandem dsRBDs 

and a heme-binding region (HBR, also called Rhed or HBD). Drosha’s dependence on 

DGCR8 is conserved in lower organisms such as Drosophila melanogaster, where it is 

called Pasha (45). 

         Human DGCR8 is a 90kDa polypeptide, containing an N-terminal region which is 

not involved in pri-miR processing but contains a nuclear localization signal (84), a 

central heme-binding region (HBR) (see section 3.2), two tandem dsRBDs, and a C-

terminal tail that binds directly to Drosha. Previously it has been shown that DGCR8 

adopts a dimeric stoichiometry in solution (85). Studies suggest that dsRBD1 and 

dsRBD2 of DGCR8 play different roles in processing. A crystal structure of the two 

tandem dsRBDs (called the “core”) shows the two domains pack against each other, with 

their RNA-binding regions facing away from one another (86). This conformation would 

prevent both dsRBDs from simultaneously binding an RNA stem without major 

distortions in the dsRNA. FRET experiments from the same group indicated that a 

rearrangement of the core might occur upon RNA binding. Whether expressed together 

or separately, both DGCR8-dsRBDs bind dsRNA nonspecifically (87). Interestingly, the 

dsRBDs of DGCR8 show significant divergence from the dsRBD consensus sequence, 

including regions typically associated with folding and RNA binding (75, 88). 

 

1.8. Heme binding regulates microRNA biogenesis through DGCR8 
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 DGCR8 is a hemeprotein, and heme binding is essential for pri-miRNA 

processing. DGCR8 binds heme through its heme-binding region (HBR), a ~30-35kDa 

N-terminal region containing no known homology to other proteins, except for a small 

~50 residue region thought to be a WW fold. Directly adjacent to the WW region is the 

Cys352 residue, which forms a coordination complex with heme B (85) through its thiol 

side chain. The stoichiometry of this assembly is believed to be one heme molecule for 

two copies of DGCR8 (i.e., one per DGCR8 dimer), and spectroscopic evidence suggests 

that the two axial ligands for heme are the thiolate groups from the two Cys352 side 

chains of each protomer in the DGCR8 dimer (89). Thus, DGCR8 is the only known 

example of two thiolates serving as axial ligands in a hemeprotein. Heme-bound DGCR8 

exhibits a characteristic Soret peak at 450nm, as well as several other minor peaks at 

longer wavelengths. 

         In 2007 it was discovered that human DGCR8 binds to heme B. The initial report 

described two species of recombinant DGCR8 co-purified from overexpression: a heme-

bound species with a larger hydrodynamic radius, and a heme-deficient species with a 

significantly smaller radius, as measured by size-exclusion chromatography. The authors 

concluded that heme binding is associated with DGCR8 dimerization. When they 

combined these DGCR8 samples with recombinant Drosha and reconstituted primiR 

processing in vitro, they found that only the larger, heme-bound species enabled pri-

miRNA processing. Analysis of sequence conservation led them to identify Cys352 as 

the axial ligand for heme. Mutagenesis and methylmercury acetate titration confirmed 

that Cys352 serves as both axial ligands for heme in DGCR8, and a model was proposed 
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in which one heme molecule is bound by the DGCR8 dimer (89, 90). Another group (91) 

used electron paramagnetic resonance and electron nuclear double resonance 

(EPR/ENDOR) to provide further support to this model, by revealing that the 

coordination environment is highly symmetric and homogeneous (as would be the case 

with two Cys352 axial ligands). Another study presented EPR experiments suggesting the 

iron in heme-bound DGCR8 is homogeneously ferric (Fe3+), and used in vitro activity 

assays to show that the ferric state is essential for pri-miRNA processing (92).   

         For many years, the generally accepted model was that heme enables dimerization 

of DGCR8, and the dimeric state is critical for pri-miR processing. DGCR8 constructs 

without the HBR exhibit nonspecific RNA-binding activities (87, 93). Expression 

constructs containing the HBR were dimers, and thus contained four dsRBDs rather than 

two; as expected, HBR-containing constructs bound RNA with higher affinity, and while 

specificity remained weak, HBR-containing constructs did exhibit a preference for 

single-stranded/double-stranded RNA (ss/dsRNA) junctions (the points on either side of 

the pri-miR at which the dsRNA stem branches apart into single-stranded RNA) (94). 

Thus, a model was proposed in which heme binding activates DGCR8 by promoting 

dimerization and enabling the HBR to sense junctions. Due to the poor specificity of 

DGCR8 for RNA, it was proposed that DGCR8 itself does not initially identify pri-

miRNAs, and that instead, a pre-formed Drosha/DGCR8 complex likely recognizes pri-

miRNAs(87). 

         Several key features make DGCR8 unique among hemeproteins. For example, the 

ferric configuration of the iron in DGCR8 is far less common than the ferrous 
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configuration in most hemeproteins. One notable example of a ferric system is 

cytochrome p450 oxidase, which exists in a Fe3+ state during one of its stages of catalysis 

(this transition leads to a Soret peak at 450nm, similar to DGCR8). Another unique 

feature of DGCR8 is its P351/C352 sequence at the coordination site, in contrast to the 

reversed “CP” motif, which is frequently observed in hemeproteins (95). Finally, DGCR8 

can coordinate cobalt in place of iron (by binding to cobalt protoporphyrin IX rather than 

heme), and cobalt-containing DGCR8 can enable pri-miRNA processing at similar levels 

to the heme-bound version, in vitro and in vivo (96).  

 

1.9. Structural features define pri-miRNAs 

         As mentioned previously, hundreds of pri-miRNAs exist in humans, and each 

contains a unique primary sequence. Thus, Drosha/DGCR8 must be flexible enough to 

accommodate numerous substrates, yet strict enough in its substrate selection so as to 

prevent off-target activity. Only a tiny fraction of cellular RNA consists of pri-miRNAs 

(97), and Drosha/DGCR8 must rely upon some combination of structural features and 

RNA sequence to distinguish their substrates from other RNAs.  

         Drosha/DGCR8 is hypothesized to recognize multiple features within the pri-

miRNA molecule (Figure 5). This combination of recognition cues distinguishes pri-

miRNAs from other cellular RNAs. Early in vitro work showed that Drosha/DGCR8 

utilize several structural cues for pri-miRNA recognition, including the need for a 

double-stranded stem containing multiple helical turns (98), a terminal hairpin loop of 

sufficient size (98-100), and single-stranded flanking segments opposite the loop (100). 
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Critically, the stem length must be approximately 35 nt {Han, 2006 #4361, 101-103). To 

a certain extent, mismatches within the stem are tolerated, and a typical pri-miRNA stem 

contains 2-4 mismatches. The pri-miRNA is usually represented with the terminal loop 

being the “top” end; thus the junction near the terminal loop is called the apical junction, 

and the junction at the opposite end is called the basal junction. Both junctions, but 

primarily the basal junction, are thought to serve as major reference points for 

determining the cleavage sites (100, 102). It is believed that Drosha binds to the basal 

junction, in part because its cleavage sites are positioned closer to the basal end of the 

pri-miRNA. The stem length is also important for determining the cut site, and it has 

been shown that adding or removing base pairs from the basal (104, 105) or apical (99, 

104) regions of a pri-miRNA can alter the cut sites.  

 

1.10. Primary sequence can influence pri-miRNA processing 

         Several small primary sequence motifs have been identified in pri-miRNAs, and 

were shown to have an enhancing effect on processing in vitro (Figure 6). These motifs 

are found in pri-miRNAs more often than what would occur by chance. The motif that is 

thought to play the most pivotal role is the mismatched GHG motif (where H is A, C, or 

U), which is found on the 3’ strand approximately 3nt basal to the 3’ cut site (103). It is 

critical that the nucleotide in position H be mismatched (i.e., not engaging in base 

pairing). The dsRBD of Drosha has been proposed to be is involved in detecting the GHG 

motif (105). In addition, there are three other known primary sequence motifs: the basal 

UG motif, the 3’ single-stranded CNNC motif, and the apical UGU motif (102, 106). In 
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human miRNAs, the frequency of these three motifs is much higher than that which 

would occur by chance. The basal UG motif is believed to be recognized by Drosha 

(106). Consistent with models that place DGCR8 at the apical stem, there is evidence that 

the apical UGU motif is recognized by DGCR8 in a heme-dependent manner (106). The 

CNNC motif has been associated with recognition by various regulatory proteins (102, 

107, 108). No enrichment of these motifs were found in the microRNAs of C. elegans 

(102), suggesting that the human miRNA processing system has undergone specialization 

and developed unique processing cues. Taken together with the high number of miRNAs 

in humans relative to other animals, it is likely that microRNAs have evolved to perform 

unique and critical roles in human biology. Thus, a close examination of the components 

of the human microRNA biogenesis system is essential to furthering our understanding 

how microRNAs influence human health and disease. 

 

1.11. Pri-miR processing poses a unique challenge for RNA recognition 

         Because it requires a balance of flexibility and stringency in substrate selection, 

Drosha faces a unique recognition problem in pri-miRNA processing. Many cellular 

RNases utilize primary sequence or simple secondary structure elements to identify 

substrates. In contrast to the direct recognition of the 3’ overhang of pre-miRNAs by 

Dicer, Drosha cannot utilize simple recognition cues to identify substrates; and although 

primary sequence recognition cues (Section 1.10) may help to properly identify pri-

miRNAs, many pri-miRNAs lack these motifs, and thus a more general set of recognition 

cues must be utilized. Furthermore, many non-miRNA transcripts contain ss/dsRNA 
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junctions and thus the mere presence of junctions is not necessarily a useful determinant 

for pri-miRNAs. Therefore, Microprocessor likely utilizes numerous protein modules to 

recognize a combination of features on potential pri-miRNAs, to ensure that only true pri-

miRNAs are processed. To complicate this process further, because a pri-miRNA hairpin 

contains a ss/dsRNA junction at each end of the stem, Drosha is presented with two 

possible binding sites, and two possible orientations for placing its catalytic centers. 

Thus, Drosha must reliably discriminate between the two junctions, and bind the basal 

junction, in order to produce functional precursor microRNAs. 
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Chapter 2. The Role of heme in pri-miRNA recognition 
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2.1. Introduction 

         MicroRNAs (miRNAs) control expression of most protein-coding genes in higher 

eukaryotes at the post-transcriptional level. The canonical miR maturation pathway 

requires the RNase III enzyme Drosha and its essential cofactor, DGCR8 (together 

forming the core Microprocessor or MP) (56, 72, 83). Processing by Drosha requires a 

high degree of precision, because even a single-nucleotide deviation can affect which 

mRNAs are targeted (68, 71, 80, 82). Drosha activity is therefore highly regulated, and its 

dysfunction is frequently associated with disease (25, 49). Many mature miR levels do 

not correlate with the levels of pri-miRNAs (109-112), underscoring the prevalence of 

post-transcriptional regulation of miR biogenesis. 

         A Drosha substrate—a pri-miR—can vary in structure and sequence, but always 

includes a major stem-loop structure. At each end of the stem is a single-stranded/double-

stranded RNA (ss-dsRNA) junction: the apical junction forming the terminal loop, and 

the basal junction at the opposite end. Drosha and DGCR8 have been suggested to 

cooperate to bind these two junctions, ensuring proper substrate recognition. Several 

primary sequence motifs have been identified in pri-miRNAs (102, 103), which may help 

orient the complex, but these motifs are only present in a subset of pri-miRNAs, leaving 

hundreds of others apparently lacking recognition sequences. Therefore, in order to 

reliably bind and process pri-miRNAs, MP is likely to use the structural features of pri-

miRNAs, but how such recognition is accomplished is unclear (113). For many years, 

DGCR8 was associated with binding the basal junction, and the importance of the 

terminal loop was unclear due to conflicting results (98-100). More recently, a crystal 
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structure of Drosha has led to a revised model where Drosha binds to the basal junction, 

and recognizes a “UG” motif (74, 106). Assigning Drosha to the basal junction led to a 

model where DGCR8 recognizes a “UGU” motif in the terminal loop (94, 106). 

         For more than a decade, DGCR8 has been known to interact with heme, via a heme-

binding region (HBR or RNA-binding heme domain)(85). Yet, how heme affects 

DGCR8 at the molecular level has remained unclear. Pri-miR processing is enhanced by 

heme both in vitro and in vivo, and variations of heme state (e.g. oxidation state and gas 

binding) can modulate DGCR8 activity, through unknown mechanisms (89, 92, 114, 

115). Many heme-binding proteins utilize heme for chemical processes, such as catalysis, 

electron transfer, and gas transport (116); however, heme can also serve as a signaling 

molecule, regulating diverse functions such as transcription (117, 118), ion flux (119), 

and cell signaling (120). Thus, heme is a versatile regulator of biological function, and is 

expected to play a regulatory role in miR biogenesis. The HBR of DGCR8 has no known 

homologs, except for a WW motif (residues 298-352). Previous studies have proposed 

that heme serves to promote dimerization of DGCR8, where the thiol groups of Cys352 

from two copies of DGCR8 serve as the axial ligands (85). Dimerization has been 

suggested to help substrate recognition and accuracy (106, 121). However, how 

dimerization, heme binding, and pri-miR processing are mechanistically related is 

unknown. 

         Here we show that heme ensures fidelity of pri-miR processing. We show that heme 

is necessary for Microprocessor to cleave certain substrates at the correct site, and the 

degree of heme dependence varies for different pri-miRNAs. Heme dependence arises 
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from failure of the basal junction to recruit Drosha; heme-bound DGCR8 provides the 

necessary specificity to direct Drosha to the correct binding site, the basal junction. We 

show that DGCR8 is dimeric independent of heme binding, but dimerization alone is 

insufficient for accurate processing. Furthermore, heme induces a conformational change 

that activates the HBR to recognize the substrate RNA. We reveal that heme activates 

DGCR8 to recognize the structural context of the terminal loop of pri-miRNAs, and the 

binding event induces a unique RNA conformation near its 3’ end. 

 

2.2. Methods 

Protein expression and purification 

         Drosha/DGCR8 complexes were expressed using the Bac-to-Bac system 

(ThermoFisher) in HighFive cells. Drosha and DGCR8 fragments were cloned into 

pFastbacDual, with a hexahistidine tag, and FLAG tag, respectively. The expression 

constructs contained the following residues: Drosha, 353-1372; DGCR8Heme/Apo/C352S, 

223-751; DGCR8ΔHBR, 489-751; and DGCR8CTT, 728-751. Bacterial DGCR8 constructs 

in pET21 were expressed fused to hexahistidine tags in BL21 (DE3) Rosetta cells. For 

heme-saturated bacterial DGCR8, 5 µM hemin Cl (Sigma) was added to the media at the 

time of inoculation. Drosha/DGCR8 complexes and bacterial DGCR8 were purified by 

Ni-NTA affinity chromatography. Lysis and washing were performed using a buffer 

containing 20 mM Tris pH 8.0, 1 M sodium chloride, 10% glycerol, and 1 mM DTT. 

Cation exchange chromatography was performed using a 100-800 mM NaCl gradient 

buffered with 20mM Bis-Tris pH 7.0, followed by a size-exclusion step. MPApo, the 
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heme-deficient species, was separated away from MPheme through multiple rounds of 

cation-exchange chromatography. 

  

RNA transcription and purification 

         RNA templates were cloned into pRZ vectors containing self-cleaving ribozymes 

on either end to produce homogenous ends (5’ hammerhead, 3’ hepatitis delta virus) 

(122). Transcription reactions contained 1 µg linearized DNA template, 4 mM rNTPs, 35 

mM MgCl2, 50 mM Tris pH 8.0, 1 mM spermidine, 0.01% Triton-X 100, 10 mM DTT, 

and 100 U RNAse inhibitor (Thermo). Target RNA was purified by denaturing 

polyacrylamide gel electrophoresis (PAGE). 

  

In vitro pri-miR processing assays 

         5’ end-labeling was performed using T4 Polynucleotide Kinase (NEB) and γ-32P-

ATP. 3’ end labeling was performed using α-32P-ATP and T4 RNA ligase 1 (NEB). Pri-

miR processing assays were performed in 15 µL reactions containing 30 mM Tris pH 7.5, 

67 mM sodium chloride, 5% glycerol, 10 mM MgCl2, 5 mM DTT, 8 U RNase inhbitior, 

and 1.5 µg yeast tRNA. Reactions were incubated for 30 minutes at room temperature 

and analyzed by urea PAGE. 

  

Gel-shift assay (Electrophoretic Mobility Shift Assay, EMSA) 

         5’ end-labeled RNA was incubated with a dilution series of protein samples in 20 

mM Tris pH 7.5, 140 mM sodium chloride, 10 mM DTT, 3 mM MgCl2, 100 µg mL-1 
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yeast tRNA, and 10% glycerol. The mixture was analyzed by native PAGE. For Kd 

determination, the band intensities in each lane were quantified using the program 

ImageLab (BioRad), and fraction of RNA bound was plotted as a function of protein 

concentration. The data were fitted to a logarithmic curve and the concentration at which 

50% of RNA was bound was reported as the Kd. 

  

Size-exclusion chromatography—Multiangle light scattering (SEC-MALS) 

         Purified protein samples were loaded onto a Superdex 200 Increase 10/300 column 

(GE) using Agilent 1200 Infinity series HPLC, in a buffer containing 20 mM Tris pH 8.0, 

750 mM sodium chloride, 1 mM TCEP and 10% glycerol. DAWN HELIOS II and tREX 

detectors (Wyatt) were used to monitor scattering and differential refractometry. The 

results were processed using Astra 6.1 (Wyatt) and fitted using the Zimm model to obtain 

molar mass. For all samples, dn/dc was approximated to be 0.185 mL g-1. Zimm R2 

values are shown in Table 1. Heme-saturated samples gave inconclusive results, likely 

due to interference from the heme signal, and are not reported. 

  

Sedimentation Velocity Analytical Ultracentrifugation 

         Samples were prepared at a series of concentrations between 0.1 and 1 mg mL-1, in 

a buffer containing 20mM Tris pH 8.0, 500 mM NaCl, and 1 mM TCEP, and then loaded 

onto double-sector analytical cells. Using a ProteomeLab XL-I ultracentrifuge (Beckman 

Coulter), the cells were spun for approximately 16 hours, at either 42,000 or 30,000 

RPM, for DGCR8 and Drosha/DGCR8 complex, respectively, with UV and 
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interferometry scans approximately every 10 minutes per cell. The data were date-

corrected using the Redate program, then analyzed using SedFit {Schuck, 2000 #4637} 

to obtain molar mass, sedimentation coefficient, and other parameters. For continuous 

c(S) distribution analysis, the simplex algorithm was used to fit the data, and the 

confidence level (F-ratio) was set to 0.68. The figures were created using the program 

GUSSI (123). RMSD values are reported in Table 1. 

  

Electron microscopy 

         MPHeme and MPC352S complexes were crosslinked using 0.1% glutaraldehyde and a 

protein concentration of 1 µM. The crosslinked samples were purified by size-exclusion 

chromatography. Negative stain grids were prepared using 2% uranyl acetate and the 

images were obtained using a Tecnai G2 Spirit TEM (FEI) running at 120kV, and using a 

magnification of 30,000x. 

  

Limited proteolysis 

         α-chymotrypsin (Hampton Research) was diluted to 0.01 mg mL-1 in 10 mM 

HEPES pH 7.5, 500 mM sodium chloride, then mixed 1:1 with DGCR8 protein (5mg 

mL-1) and incubated at 37°C for 1 hour. The reactions were analyzed by SDS-PAGE and 

visualized by Stain-free imaging (Biorad). 

  

Selective hydroxyl acylation followed by primer extension (SHAPE). 
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         SHAPE reactions were performed on pre-assembled RNA-protein complexes. 

Protein and RNA samples were mixed at a final concentration of 312.5 nM and 65 nM, 

respectively, in 10 mM Tris pH 7.5, 130 mM sodium chloride, 50 µM ZnCl2, 10 mM 

MgCl2, 6.4 ng yeast tRNA, and 2 U Ribolock. SHAPE reactions were performed with 40 

mM benzoyl cyanide (BzCN). Superscript III was used for reverse transcription using 

32P-labeled primers and the resultant DNA was subjected to sequencing gel 

electrophoresis. To generate ladders, a separate reverse transcription was performed 

containing 1 mM of either dideoxy (dd)ATP, ddCTP, ddGTP, or ddTTP added alongside 

standard 0.5 mM dNTPs. These four ddNTPs were used to assign their respective 

Watson:Crick partners. Capillary electrophoresis samples were prepared with 6FAM and 

HEX-labeled primers and analyzed using a 3730XL Genetic Analyzer. The scans (.fsa 

files) were visualized using the QuShape program (124), and the traces were manually 

aligned according to the ddCTP ladder. After visualization of SHAPE results, the ladder 

was shifted down by one nucleotide position, to account for the mechanism by which the 

SHAPE adduct interferes with reverse transcription. All secondary structure diagrams to 

locate SHAPE hotspots were generated by using mfold (125). 

  

Cell culture and quantitative real-time PCR (qPCR) 

         293T cells (authenticated and tested by ATCC) were maintained using Dulbecco’s 

modified eagle medium (DMEM) supplemented with 10% FBS and transient 

transfections were carried out using Lipofectamine3000 (Thermo) according to the 

manufacturer’s instructions. 40 hours after transfection, total RNA and protein were 



	

	

28	
extracted using Trizol (Thermo) and SuperScript II (Thermo) was used for reverse 

transcription. Mature microRNA levels were determined using the Taqman microRNA 

assay (Thermo), according to the manufacturer’s instructions. Quantitative PCR was 

performed using the Taqman PCR Universal Master Mix II (no UNG) on a LightCyclerII 

(Roche). Primary transcripts and mature levels of miR-9-1 and miR-21 were normalized 

to pri-miR-125a or miR-125a by using comparative CT method. Statistical analyses were 

carried out for 3 biological replicates (3 independent transfections) using paired Student’s 

t-test (two tailed). Four technical replicates were performed for each value used in the 

analysis. For Western blotting, protein samples from Trizol extraction were separated by 

SDS-PAGE and transferred to PVDF membranes. Anti-actin HRP (Sigma, A3854) 

dilution was 1:5000, Anti-FLAG M2 (Sigma, F1804) dilution was 1:1000. Goat anti-

mouse HRP (Pierce, PI31430) dilution was 1:5000. 

  

Hydroxyl radical footprinting 

         RNA-protein complexes were assembled as described in the SHAPE methods 

above, in a volume of 25 µL. To induce cleavage of RNA, a hydroxyl radical mixture (6 

µL of 2% H2O2, 5.33 mM ammonium Fe(II) sulfate hexahydrate pre-mixed with 50 mM 

EDTA, and 63 mM ascorbic acid) was rapidly assembled and mixed into to the RNA-

protein complex. After a 30-second incubation, the reactions were quenched, and reverse 

transcription was performed after acid phenol-chloroform extraction and ethanol 

precipitation, as described in the SHAPE methods above. The 32P-labelled DNA products 

were visualized by sequencing gel electrophoresis. For quantitation, band intensities were 
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measured using ImageLab, and the differences in absolute intensities between buffer and 

protein lanes  (Ibuffer-Iprotein) were reported for each nucleotide. The y-axis unit is defined 

as 25,000 volume units as measured by ImageLab. Nucleotides at positions 29 and 30 

were excluded from the graph due to reverse transcription artifacts. 

  

Splinted ligation small RNA detection assays 

         Splinted ligation reactions were performed as described previously (126). Briefly, 3 

µg of total RNA was annealed with 1 pmol of 32P-end-labelled ligation oligonucleotide 

and 1 pmol of a bridge nucleotide specific to the target miR, in a reaction containing 75 

mM KCl and 20 mM Tris pH 7.5. The annealed sample was then incubated in a ligation 

reaction containing 30 mM KCl, 75 mM Tris pH 7.6, 10 mM MgCl2, 1mM DTT, 0.5 mM 

ATP, 7.5% w/v PEG 6,000, and 2 U T4 DNA ligase (NEB). After a 1-hour incubation at 

room temperature, the reactions were stopped by adding 10 units of alkaline phosphatase 

and incubated at 37°C for 15 minutes. The ligated samples separated by denaturing 

PAGE, and visualized by autoradiography followed by quantitation using ImageLab. 

Statistics were carried out with three biological replicates for each group, using paired 

Student’s t-test (two tailed). 

  

Northern Blotting 

         Total RNA (10 µg) mixed with equal volume of 2x formamide RNA loading dye 

was resolved using a denaturing polyacrylamide-urea gel. RNA was transferred to 

Hybond-N membrane in TBE buffer using Bio-Rad Trans-Blot cell followed by UV-
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crosslinking. Hybridization was performed in a buffer containing 0.5 M sodium 

phosphate pH 7.2, 7% SDS and 1mM EDTA with 10 ng of radiolabeled probe at 42°C 

overnight. The membrane was washed in buffer containing 60 mM sodium phosphate, 1 

M sodium chloride, and 6 mM EDTA at 42°C for 30 minutes before exposing to a 

phosphor screen. The probe sequences used for U6, pre-miR-125a, pre-miR-21, and pre-

miR-9-1 were: GCAGGGGCCATGCTAATCTTCTCTGTATCG, 

TCACAGGTTAAAGGGTCTCAGGGA, TCAACATCAGTCTGATAAGCTA and 

ACTTTCGGTTATCTAGCTTTAT, respectively. 

 

2.3. Results 

 

5.3.1. Heme binding reverses Microprocessor orientation on pri-miRNAs 

 In order to investigate the role of heme in miRNA biogenesis, we purified 

recombinant human Drosha and DGCR8 polypeptides co-expressed from insect cells. 

Heme-bound and heme-free Microprocessor can be separated slightly by cation-exchange 

chromatography (with heme-bound species eluting at slightly higher conductivity), and 

we took advantage of this separation to isolate heme-saturated (MPHeme) and heme-

deficient (MPApo) species. Our expression constructs contain all of the folded domains 

known to be required to cleave pri-miRNAs into canonical pre-miRNAs (Figure 7). We 

also purified the same complex with mutant DGCR8 (C352S)(85) that does not bind 

heme (MPC352S) (Figure 8). When Drosha/DGCR8 complexes were deficient in heme 

content, we observed a dramatic change in how they process pri-miR-143 (Figure 9). In 
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contrast to MPHeme, both MPApo and MPC352S generate a distinct, secondary cleavage 

product (red asterisk). When the MPApo reaction is supplemented with 2.5 µM hemin, the 

proper cut site is reinstated. Adding heme to MPC352S does not affect the outcome, 

suggesting that the corrective effect of heme requires a specific coordination via Cys-352. 

Using sequencing gels and 5’ or 3’ end-labeled substrates, we identified that the wrong 

cleavage site lies in the middle of the mature miR sequence (Figure 10). By combining 

the heme-binding mutation (DGCR8C352S) with point mutations of the catalytic residues 

of Drosha, we determined the orientation of the Microprocessor complex in the absence 

of heme (Figure 11). The alternative cleavage event associated with heme loss is caused 

by a “flipping” of the complex (Figure 11B). Though reminiscent of “abortive 

processing” described previously for mutant substrates or domain deletions (100, 106), 

what is striking is that wild type Drosha and DGCR8 reverse their orientation on a wild 

type pri-miR, depending on the mere presence of heme.   

  

2.3.2. Heme dependence varies among miRNAs 

         We investigated whether alternative processing in the absence of heme occurs for 

other miRNAs. Using MPC352S, we screened a series of pri-miRNAs for any changes in 

processing associated with heme loss (Figure 12). The extent of processing defect with 

the heme-binding mutant varies for different pri-miRNAs. Some pri-miRNAs (e.g., 9-1 

and 21) are highly dependent on heme for processing at the correct site, while other pri-

miRNAs (e.g., miR-125a and let-7d) show little to no difference in processing patterns in 

the absence of heme. These results suggest that a subset of miRNAs, which we will refer 
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to as “heme-dependent,” need heme for high-fidelity processing, whereas other miRNAs 

(“heme-independent”) can be processed primarily at the correct site regardless of heme 

presence. 

         To assess how individual pri-miRs respond differently to heme in intact cells, we 

generated tandem pri-miR constructs for expression in mammalian cells (Figure 13). A 

heme-independent pri-miR (125a) and a heme-dependent pri-miR (9-1 or 21) were 

expressed as part of a single transcript, along with either wild type DGCR8 or the heme 

binding mutant (DGCR8C352S), in 293T cells. We quantified the amounts of intracellular 

mature miR levels by using both quantitative PCR (Figure 14) and direct labeling via 

splinted ligation (Figure 15). In both assays, the DGCR8 mutation (C352S) is more 

detrimental to the production of mature miR-9 and miR-21 in comparison to the heme-

independent control, miR-125a. Because the primary transcript levels of heme-dependent 

miRs are not lower in the cells with DGCR8C352S, the heme-binding mutation is likely to 

affect processing of pri-miRs after transcription (Figure 16). To confirm that the mutation 

affects production of pre-miRs, we also quantified the pre-miR levels using Northern 

blotting (Figure 17). Similar to mature miR levels, we observe less pre-miRs in cells 

expressing mutant DGCR8, and that heme-dependent miRs are more sensitive to the loss 

of heme compared to the heme-independent miR. Therefore, heme-dependence varies 

among different miRs both in vitro and in cells, and is an intrinsic property encoded into 

each pri-miR sequence.  

         Additional in vitro processing assays revealed that, although heme-independent pri-

miRNAs are not processed at different sites in the absence of heme, their processing 
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kinetics are nevertheless affected by heme. Titrating MPHeme and MPC352S revealed that 

even the most heme-independent pri-miRNA, pri-125a, is processed at slightly lower 

efficiency without heme (Figure 18). In the cases of pri-miR-9-1 and pri-miR-21, 

Microprocessor kinetics are only moderately affected by heme loss, and the primary 

effect is change in cleavage site. 

  

2.3.3. Heme enables DGCR8 to correct Drosha 

         We then asked why heme-dependent pri-miRNAs are processed differently from 

heme-independent pri-miRNAs. One possibility is that heme-bound DGCR8 is required 

to guide Drosha to the correct binding site, while heme-free DGCR8 fails to do so. 

Another possibility is that heme-free DGCR8 actively directs Drosha to an incorrect site 

to give rise to processing errors. To determine the intrinsic behavior of Microprocessor 

lacking the HBR, we tested how a series of DGCR8 truncations affect processing of the 

two classes of pri-miRNAs (Figure 19). As long as heme-bound HBR is present, Drosha 

can process both classes of pri-miRNAs at the canonical sites. However, when the HBR 

is removed, the processing accuracy is lost for heme-dependent pri-miRNAs, similar to 

MPC352S, indicating that C352S is a loss-of-function mutation. When all of the RNA-

binding regions of DGCR8 are removed—leaving only the minimal 23-residue C-

terminal tail required for Drosha solubility (MPCTT)(106)—Drosha cuts pri-miR-21, a 

heme-dependent substrate, predominantly at the wrong site. In contrast, Drosha cleaves 

pri-miR-125a, a heme-independent substrate, at the correct location regardless of which 
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domains of DGCR8 are present. Therefore, Drosha is inherently error-prone for heme-

dependent pri-miRNAs, and heme-activated DGCR8 drives it to the correct cut site. 

         To determine if Drosha intrinsically prefers the wrong site in heme-dependent pri-

miRNAs, we tested its in vitro binding affinities for different junctions. EMSAs reveal 

that MPΔHBR binds to the apical junction of heme-dependent pri-miR-21 more tightly than 

to the basal junction (Figure 20A). In contrast, a heme-independent substrate, pri-miR-

125a, has a robust basal junction with higher affinity for MPΔHBR than its apical junction 

(Figure 20B). Screening additional pri-miRNAs shows that human pri-miRNA basal 

junctions have a broad range of favorabilities (Figure 21). Thus, our results reveal that 

junctions in wild type pri-miRNAs vary widely in their abilities to recruit Drosha, leading 

to a “tug-of-war” between the apical and basal ends. For heme-dependent pri-miRNAs 

where Drosha is drawn to the incorrect (i.e., apical) junction, heme-bound DGCR8 

intervenes to position Drosha at the correct site. For heme-independent pri-miRNAs 

where Drosha finds the correct junction independently, DGCR8heme may provide 

additional contact to reinforce the overall binding affinity, but is not necessary for 

processing fidelity. Therefore, heme-dependence arises from the inability of the basal 

junction to outcompete the apical junction in recruiting Drosha.  

  

2.3.4. Heme binding induces a conformational change but not dimerization 

         Heme binding has been associated with homotypic interactions of DGCR8, but 

whether heme induces dimerization is unclear (74, 85). Using sedimentation velocity 

analytical ultracentrifugation (svAUC) (Figures 22A-B) and size-exclusion 
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chromatography with multiangle static light scattering (SEC-MALS) experiments (Figure 

22C-D), we determined that heme-free DGCR8 is a stable dimer, both in isolation and in 

complex with Drosha (Table 1). Our results disagree with the previous report that heme 

promotes dimerization, possibly because our construct includes more residues at the 

amino terminus that may prevent degradation. Furthermore, we found that Drosha with 

DGCR8 lacking the HBR (MPΔHBR) is a 1:1 heterodimer, suggesting that the HBR is 

necessary for forming heterotrimeric complexes. Thus, our biophysical studies show that 

DGCR8 dimerizes via the HBR, in isolation as well as in the presence of Drosha, 

regardless of heme presence. Combined with our results described above, we show that 

dimerization of DGCR8 cannot correct Drosha, but that heme is the key factor required 

for high fidelity processing. 

         Because heme binding affects DGCR8 function without changing its 

oligomerization state, we questioned whether it might assert an allosteric effect as seen in 

many other heme-binding proteins. Limited proteolysis of DGCR8 shows that the 

presence of heme affects its digestion profile (Figure 23A), suggesting a conformational 

change. Additionally, elution profiles from size-exclusion chromatography and the 

frictional ratios measured through svAUC suggest that heme-bound DGCR8 has a more 

compact conformation compared to the heme-free state (Table 1, Figure 23B). Using 

negative stain electron microscopy we show that MPHeme exhibits distinct features 

compared to the heme-free MPC352S particles (Figure 23C). As expected from a 

conformational change, we also observe a shift in the melting temperature of DGCR8 

depending on heme occupancy (Figure 23D). Collectively, our results indicate that heme 
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alters DGCR8 conformation rather than stoichiometry. To detect the functional outcome 

of the heme-induced conformational change, we performed electrophoretic mobility shift 

assays (EMSAs) to compare RNA-binding activities of DGCR8Heme and DGCR8C352S 

(Figure 24). Upon binding heme, the affinity of DGCR8 for pre-miR-143 increases 

dramatically. Therefore, our biophysical and biochemical results suggest that heme acts a 

molecular switch to induce a conformational change in DGCR8, which in turn activates 

DGCR8 to recognize substrate RNA. 

  

2.3.5. Heme enables DGCR8 to recognize the terminal loop structure 

         To dissect the molecular role of heme, we examined how heme affects specific 

protein/RNA interactions, using selective 2’-hydroxyl acylation analyzed by primer 

extension (SHAPE). SHAPE analysis on assembled pri-miR/Drosha/DGCR8 complexes 

reveals a striking difference between heme-bound and heme-free states. In the presence 

of heme, we observe a hyperreactive acylation site in the terminal loop of pri-let-7d, 

which would suggest a remodeling of the RNA backbone due to direct interactions with 

protein (Figure 25). This intense “hotspot” is absent for MPC352S, even if the reaction is 

supplemented with extra heme (Figure 26A). The same nucleotide exhibits 

hyperreactivity when we add full-length, wild type Drosha/DGCR8Heme complexes 

purified from HEK293 cells (Figure 26B). We also tested whether isolated DGCR8 is 

sufficient to recognize the terminal loop. Indeed, we observe the same SHAPE signature 

for DGCR8Heme but not for DGCR8C352S, suggesting that DGCR8Heme specifically binds 

and remodels the terminal loop, independent of Drosha (Figure 26C). 
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         To determine whether the specific interaction between the terminal loop and 

DGCR8Heme is conserved in other miRNAs, we tested for the presence of a SHAPE 

hotspot. We observe that many miRNAs exhibit intense levels of acylation at a confined 

site in the loop, but only in the presence of MPHeme (Figures 27A-G). The SHAPE 

hyperreactivity tends to focus around a single nucleotide, and this hotspot usually lies on 

the 3’ side of the ssRNA region in the terminal loop, according to the secondary structure 

predictions by mfold (125). We observe these hotspots regardless of whether or not the 

pri-miR contains the apical UGU motif described previously (102, 106). Furthermore, we 

note that the hotspots usually do not overlap with the UGU motifs whenever they are 

present. Aligning the terminal loop sequences according to the hotspot position reveals 

that many of them center around an adenosine (6 out of 8 pri-miRNAs) (Figure 27H). To 

investigate the significance of the base identity, we examined how point mutations affect 

the in vitro binding affinity. In some cases, the base identity may play a modest role, as 

we observe reduced affinity when the hyperreactive adenosine of pri-let-7d is mutated to 

a cytosine (Figure 28A-B). However, in other miRNAs such as pri-miR-9-1, we observe 

little to no change in affinity for DGCR8 when we mutate the hotspot (Figures 28C-D), 

suggesting that sequence may not play a dominant role. As A49 in pri-let-7d makes a 

significant contribution to affinity, we tested how its base identity affects the SHAPE 

reactivity. Indeed, the same mutation that affects the affinity for DGCR8Heme also reduces 

the extent of hyperreactivity (Figure 29). Lack of sequence dependence in pri-miR-9-1 

prompted us to test whether DGCR8Heme recognizes the structural context of the terminal 

loop. We investigated whether removing the constrained nature of the loop would 
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eliminate the contribution of heme to DGCR8/miR interactions. A break in the terminal 

loop of pre-miR-9-1 reduces its in vitro affinity for DGCR8Heme to undetectable levels, 

similar to that of the heme-binding mutant, DGCR8C352S (Figure 30A). Therefore, heme 

confers upon DGCR8 the ability to detect the constricted loop structure, and upon 

binding induces a unique RNA backbone configuration near the 3’ end of the loop. 

         The conserved SHAPE hyperreactive site in terminal loops is thus likely due to a 

specific contact with the heme-bound DGCR8. Probing the hydroxyl radical reactivity of 

the loop region in the absence and presence of DGCR8 shows increased protection 

around the SHAPE hotspot (Figure 31). Therefore, both SHAPE and hydroxyl radical 

footprinting data suggest that heme-bound DGCR8 directly binds the terminal loop.   

 

 

2.3.6. Recognition of the terminal loop by DGCR8Heme can be targeted to regulate 

Drosha processing 

         Since heme-bound DGCR8 makes critical contacts with pri-miRNAs to enhance 

Microprocessor activity, we asked whether loop binding proteins would target this 

interaction to modulate miR biogenesis. Lin28 is an oncofetal factor that inhibits 

processing of the let-7 family of miRNAs, including blocking the Drosha step (127-129). 

Lin28A and Lin28B are highly conserved paralogs with no known biochemical 

differences in vitro, but because Lin28B localizes to the nucleus, it is likely to be the 

isoform responsible for inhibiting pri-let-7 processing by Microprocessor (130). How 

Lin28B is capable of regulating Drosha activity via binding the terminal loop has 
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remained unclear. Heme-bound DGCR8 induces a SHAPE hotspot in pri-let-7d (Figure 

32A) near the Lin28 binding site, namely where the CCHC zinc knuckles bind in the 

crystal structure (131). Therefore, we tested how Lin28B affects HBR interactions with 

the terminal loop. Similar to the SHAPE hotspot induced by DGCR8Heme, Lin28B itself 

can also elicit a specific hyperreactive nucleotide at a nearby location in the same 

terminal loop. The crystal structure of Lin28 in complex with the terminal loop of let-7d 

shows that the Lin28 hotspot base (G47) makes extensive contact with the protein (Figure 

32A). When both MPHeme and Lin28 are added simultaneously in equimolar amounts, the 

effect on SHAPE reactivity resembles that of Lin28 alone, suggesting that Lin28 

displaces the HBR to bind the terminal loop. In our in vitro binding assays, when pre-let-

7d is pre-saturated with Lin28B, the ability of DGCR8 to bind the same RNA substrate 

does indeed decrease significantly (Figure 32C).  Moreover, the cooperativity is reduced 

(Hill coefficient of 2.43 alone versus 1.83 in the presence of Lin28B), likely due to the 

loss of HBR/loop interactions while the dsRBD interactions remain intact. Many loop-

binding proteins have been implicated in regulation of miR biogenesis, and they are 

likely to interfere with the HBR/loop interactions. 

  

2.4 Discussion 

 

2.4.1. Heme-driven bipartite recognition of pri-miRNAs 

         We	present	a	model	for	how	heme	plays	a	critical	role	in	reliable	recognition	of	

pri-miRs	 by	 Drosha	 and	 DGCR8	 (Figure 33). A pri-miR contains two ss-dsRNA 
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junctions at each end of the stem, and Drosha must bind the basal junction to make the 

correct cut. The inherent structural symmetry near the branch points poses a unique 

challenge for Microprocessor to distinguish the basal junction from the apical junction. 

We reveal that heme-dependent miRNAs lack robust basal junctions to reliably recruit 

Drosha, resulting in Drosha reversing its orientation to bind the apical junction. In this 

tug-of-war between the junctions, heme tips the balance; heme confers upon DGCR8 the 

specificity for the terminal loop, thereby increasing the fidelity of the bipartite 

recognition. What is notable is that a small (<1 kDa) molecule—heme—is capable of 

globally altering the orientation of a large multiprotein complex (~300kDa). 

 

2.4.2. Heme activates DGCR8 to recognize the terminal loop structure 

         For the previous decade, heme binding has been associated with dimerization of 

DGCR8 but its molecular role in pri-miR processing has been unclear. Here we show that 

heme does not change stoichiometry; rather, it converts DGCR8 to an active 

conformation capable of recognizing the terminal loop. The change of DGCR8 

conformation is coupled with a remodeling of the terminal loop, manifested as a SHAPE 

hyperreactive hotspot. Previous studies identified a UGU motif near the terminal loop as 

a binding site for the HBR, and mutating the UGU motif in miR-30a was shown to 

increase processing errors (106). However, this experiment involved simultaneous 

mutation of 4 nucleotides, one of which is immediately adjacent to the hotspot we 

identify in this study. Since only < 30% of pri-miRNAs contain the UGU motif, how the 

HBR interacts with the remaining pri-miRNAs is unknown. All pri-miRNAs we have 
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tested exhibit a heme-dependent SHAPE hotspot, unless technical difficulties (such as 

reverse transcription artifacts) prevent detection. The unique SHAPE hyperreactivity 

caused by the HBR/terminal loop interaction identified in this study suggests a stable and 

specific protein/RNA complex with a distinct conformation. 

         Here we uncover the RNA substrate specificity of DGCR8. Upon binding heme, 

DGCR8 gains the ability to recognize the loop structure of pri-miRNAs. The binding 

specificity relies heavily on the constrained geometry of the terminal loop, because a 

break in the loop, which releases the tension, leads to a significant loss in affinity. As our 

results show, Drosha often fails to identify the correct ss-dsRNA junction. However, 

heme allows DGCR8 to distinguish the apical loop from the basal junction, effectively 

enabling Microprocessor to break the symmetry of pri-miRNAs and support high-fidelity 

processing. 

  

2.4.3. MicroRNAs vary in their dependence on heme 

         We also show that heme dependence varies among different pri-miRNAs. Heme-

dependent pri-miRNAs contain stronger Drosha binding sites in the apical junction rather 

than in the basal junction. Thus, not all wild type basal junctions are ideal binding sites 

for Drosha, and recognition of pri-miRNAs with suboptimal basal junctions is driven by 

heme-activated DGCR8. The extent of heme dependence is thus encoded into the pri-miR 

sequence, and may serve as a regulatory handle. Therefore, different heme states, such as 

changes in oxidation state or gas levels, are likely to alter the relative levels of mature 

miRNAs. 
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2.4.4. Heme provides an opportunity to regulate miRNA biogenesis 

         Heme can enhance processing of most pri-miRNAs, and we observe a more 

dramatic effect on heme-dependent pri-miRNAs containing weak basal junctions. The 

important role of heme in general pri-miR processing opens various avenues for miRNA 

regulation. One way to regulate the HBR function is through direct competition, such as 

through loop-binding proteins. We show that Lin28B, an oncogenic stem cell factor, 

inhibits production of mature let-7d—a tumor suppressor miRNA—by competing against 

the HBR for the terminal loop. Various other loop-binding proteins associated with 

different signaling pathways have been described to modulate Drosha activity, may also 

affect HBR function. The ability of heme to allosterically modulate protein function has 

been observed in other nucleic acid-binding factors such as the Rev-Erb family and 

Bach1 (117, 118), and the effect of heme binding can be influenced by heme availability, 

oxidation state, and gas binding. Our identification of different classes of heme-

dependence will help future investigations on varying biological contexts might regulate 

specific miRNAs at the post-transcriptional level. 
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3.1 Introduction 

 

         MicroRNAs (miRNAs) constitute a major class of small non-coding RNAs that 

regulate gene expression throughout normal development and also in many pathological 

processes. To generate functional ~22nt-long metazoan miRNAs, primary microRNA 

transcripts (pri-miRNAs) undergo specific cleavage events by Drosha to generate 

precursor microRNAs (pre-miRNAs), which are further processed by Dicer (56, 59, 61). 

The initial step by Drosha requires another RNA binding protein, DGCR8 (45, 72, 83, 

132). Active Microprocessor is known to contain one copy of Drosha and two copies of 

DGCR8 (106, 133). Both proteins contain domains that typically bind RNA, including 

the RNase III domains (RIIIDs) of Drosha and dsRNA binding domains (dsRBDs) of 

both proteins. DGCR8 also contains a heme-binding region that gains specificity and 

affinity for terminal loops of pri-miRNAs upon binding heme (133, 134). Short RNA 

motifs have been observed to affect cleavage efficiency and/or location, and the length of 

the stem has also been shown to be an important determinant of a suitable pri-miRNA 

substrate (101-104). Although partial structures of isolated Drosha and DGCR8 have 

been determined by X-ray crystallography (74), how the polypeptides work together to 

recognize and process pri-miRNAs accurately remains unclear.  

 

3.2 Methods 

 

Protein expression and purification 
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         Drosha/DGCR8 complexes were expressed using the Bac-to-Bac system (Thermo 

Fisher Scientific) in HighFive cells. Human Drosha (353-1372, wild type sequence for 

fully docked and with E1045Q/E1222Q mutations for the partially docked structure) and 

human DGCR8 (223-751 for fully docked, and 175-751 for partially docked structures) 

fragments were cloned into pFastbacDual, with a hexahistidine tag and FLAG tag, 

respectively. Drosha/DGCR8 complexes were purified by Ni-NTA affinity 

chromatography. Lysis and washing were performed using a buffer containing 20 mM 

Tris (pH 8.0), 1 M NaCl, 10% glycerol, and 1 mM DTT. Cation exchange 

chromatography was performed using a 100-800 mM NaCl gradient buffered with 20mM 

Bis-Tris (pH 7.0), followed by size-exclusion chromatography. Human DGCR8 (223-

751) containing an N-terminal hexahistidine tag was cloned into pET21 and expressed in 

BL21 (DE3) Rosetta cells. DGCR8 was purified using the same strategy as for 

Drosha/DGCR8 complexes. 

 

RNA transcription and purification 

         RNA templates were cloned into pRZ vectors containing self-cleaving ribozymes 

on either end to produce homogenous ends (5’ hammerhead, 3’ hepatitis delta virus), and 

in vitro transcribed RNA fragments were purified from denaturing PAGE, as described 

previously (122).  

 

Preparation of cryo-EM samples 
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         RNA and proteins were mixed at 2:1 ratio and dialyzed overnight at 4°C against a 

dialysis buffer containing 20 mM HEPES (pH 7.1), 75 mM NaCl, 5 mM DTT, and 2 mM 

CaCl2 (CaCl2 was added for the fully docked state only). The RNA-protein complex was 

purified away from extra RNA, using a Superdex200 size-exclusion column in dialysis 

buffer. Fractions from the RNA-protein peak were pooled and concentrated to obtain a 

measurement of protein concentration using A450nm. The RNA/protein complex was 

diluted to 1 µM in dialysis buffer. The complex was then crosslinked by adding 3 mM 

DSG dissolved in DMSO and then quenched with 75 mM glycine. The samples were 

then purified by an additional round of SEC in dialysis buffer, and concentrated for grid 

preparation.  

 

Cryo-EM data collection 

         Three microliters of the Drosha/DGCR8/pri-miR-16-2 complex (WT at 4.2 mg/ml, 

mutant at 3.7 mg/ml) were applied onto 200-mesh R3.5/1 Quantifoil grids, which were 

glow discharged for 35 seconds using PELCO easiGlow (TED PELLA, INC.) at a plasma 

current of 15 mA. The blotting paper was standard Vitrobot filter paper Ø55/20mm, 

Grade 595 (TED PELLA, INC.). To improve particle distribution, 0.02% Nonidet P-40 

substitute and 0.05% octyl-Beta glucoside were added prior to freezing. The grids were 

blotted for 4 s and rapidly cryocooled in liquid ethane using a Vitrobot Mark IV (Thermo 

Fisher Scientific) at 4℃ and 100% humidity. The samples were screened using a Talos 

Arctica cryo-electron microscope (Thermo Fisher Scientific) operated at 200 kV and then 

imaged in a Titan Krios cryo-electron microscope (Thermo Fisher Scientific) with GIF 
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energy filter (Gatan) at a magnification of 130,000x (corresponding to a calibrated 

sampling of 1.06 Å per pixel) using Stanford-SLAC Cryo-EM Facilities. Micrographs 

were recorded using EPU software (Thermo Fisher Scientific) with a Gatan K2 Summit 

direct electron detector, where each image was composed of 30 individual frames with an 

exposure time of 6 s and a dose rate of 7.8 electrons per second per Å2. A total of 12,681 

movie stacks for fully docked state and 6,070 movie stacks for partially docked state 

were collected, with defocus ranges of -1.3 to -3 µm and -1.5 to -3.6 µm, respectively. 

 

Image processing  

         All micrographs were motion-corrected using MotionCor2(135) and the contrast 

transfer function (CTF) was determined using CTFFIND4(136). All particles were 

autopicked using the NeuralNet option in EMAN2(137) and manually checked, yielding 

1,385,678 particles from selected 12,455 micrographs for fully docked state and 

1,063,710 particles from selected 5,994 micrographs for partially docked state. The 

particle coordinates were imported into Relion(138), where multiple rounds of 2D 

classification were performed to remove poor quality 2D class averages. The initial 

model was built using the “ab-initio 3D” program in cryoSPARC(139). A total of 

937,668 particles for fully docked state and 842,037 particles for partially docked state 

were used for 3D classification in Relion to remove the poor 3D classes. Next, 505,640 

particles for fully docked state and 381,468 particles for partially docked state were 

imported into cryoSPARC, where the final refinements were performed using the “Non-

uniform refinement” program, achieving the 3.7-Å map with mask (4.6 Å without mask) 
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for fully docked state and 4.4-Å map with mask (5.8 Å without mask) for the partially 

docked state. The resolution for the final maps was estimated by the 0.143 criterion of the 

FSC curve (See more information in Table 2).  

 

Model Building, Refinement and Validation 

         The crystal structures of Drosha (PDB entry 5B16) and the DGCR8 core (PDB 

entry 2YT4) were fitted into the density of the fully docked state structure by rigid body 

fitting using Chimera(140). The dsRBDs of Drosha and DGCR8-2 were rearranged to fit 

the density. The de novo model building of RNA and Drosha (residues 459-462, 501-521, 

668-674, 712-849, 930-957, and 1334-1356) was performed using Coot(141). 

Additionally, the RNA building was guided by mfold secondary structure 

predictions(142). Real-space refinement was then performed using PHENIX, with 

secondary structure restraints for protein as well as RNA. Model geometries were 

assessed using Molprobity(143). Maps and structures shown in the figures were 

generated with PyMOL, Chimera and Coot. After docking the Drosha crystal structure, 

the density near the active site was closely analyzed to identify the scissile phosphate and 

calcium ions. In particular, the RIIIDb active site contains larger additional density in the 

region typically associated with magnesium binding. This density was modeled with a 

calcium ion, and the final models including the calcium ion were evaluated by Q-

score(144). To compare the RNA-protein interactions in fully docked and partially 

docked MP/RNA structures, the script github/pdbfairy was used. For partially docked 

state, the model from the fully docked complex was rigid-body fitted into the map of the 
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partially docked complex using Chimera, further optimized in Coot, and followed by real 

space refinement in Phenix with geometry restraints. 

 

Negative stain electron microscopy 

         Drosha/DGCR8/pri-miR-16-2 complexes were crosslinked using the crosslinkers 

indicated in the figures, for 10 minutes at room temperature, at a protein concentration of 

1 µM. Negative stain grids were prepared using 2% uranyl acetate (sample concentration 

0.03 mg/mL) and the images were obtained using a Tecnai G2 Spirit TEM (FEI) running 

at 120kV, and using a magnification of 49,000x. 

 

In vitro pri-miRNA processing assays 

         5’ end-labeling was performed using T4 Polynucleotide Kinase (NEB) and γ-32P-

ATP. Unless otherwise indicated, pri-miRNA processing assays were performed in 15 µL 

reactions containing approximately 1 nM end-labeled RNA substrate, 30 mM Tris (pH 

7.5), 67 mM NaCl, 5% glycerol, 10 mM MgCl2, 5 mM DTT, 8 U RNase inhibitor, and 

1.5 µg yeast tRNA. Unless otherwise indicated, reactions were incubated for 10 minutes 

(except for assays comparing arm truncations, which were incubated for 15 minutes) at 

room temperature, stopped with 0.7% SDS and 24mM EDTA, and treated with 

0.38mg/mL proteinase K at 50° C for 30 minutes. Reactions were analyzed by denaturing 

PAGE using either a phosphorimager (for end-labeled) or SYBR Green II (Thermo 

Fisher Scientific)(for unlabeled). For quantified reactions, the assays were performed in 

triplicate, and the gels were analyzed using ImageLab software (BioRad) to quantify 
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percent processed by densitometry. Quantified results were plotted and statistically 

analyzed using Prism 8 (Graphpad). For sequencing gel analysis, the reactions were run 

on an 8% denaturing sequencing PAGE for approximately 3.5 hours at a constant current 

of 30 mA. For activity assays on pre-assembled RNA-protein complexes, a reaction 

containing 1.7 µM MP-RNA complex and MgCl2 (concentration as indicated) was 

incubated at 37° C for 20 minutes. The reactions were then processed similar to the end-

labeled reactions, and visualized using SYBR Green II.  

 

Gel-shift assay (Electrophoretic Mobility Shift Assay, EMSA) 

         5’ end-labeled RNA (approximately 1 nM) was incubated with a dilution series of 

protein samples in 20 mM Tris (pH 7.5), 67 mM NaCl, 10 mM DTT, 1000 µg/mL yeast 

tRNA, and 10% glycerol. The mixture was analyzed by native PAGE and visualized with 

a phosphorimager.  

 

Crosslinking Mass Spectrometry (XLMS) 

         RNA/protein complexes were prepared as described above. RNA/protein complexes 

were diluted to 1 µM by measuring absorbance at 450 nm. Samples without RNA were 

prepared similarly but in a buffer containing 20 mM HEPES (pH 7.1), 1 M NaCl, and 5 

mM DTT. 1:1 mixtures of DSS and deuterated DSS (DSS-d4, Proteochem) were 

prepared in DMSO. Crosslinking reactions were performed at room temperature for 10 

minutes, and quenched with 75 mM glycine. The crosslinked samples were concentrated, 

run on SDS PAGE, and stained with Coomassie Blue. Crosslinked bands were cut and 
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submitted for mass spectrometry analysis by the UTSW Proteomics core facility. The 

samples were analyzed on a Fusion Lumos (Thermo Fisher Scientific) mass spectrometer 

coupled to a Dionex UltiMate 3000 RSLCNano LC system. The data were analyzed 

using the xQuest/xProphet pipeline(145). The results were then sorted by ID-score and 

false discovery rate (FDR). Links shown in the crosslink maps consist of all inter-peptide 

Drosha-Drosha hits with an FDR < 0.05, and Id-Score > 20.  

 

Quantification and Statistical Analysis 

         Cryo-EM validation was performed and is shown in Figures 40-41 and 65-66. Gold 

standard FSC plots (calculated in CryoSPARC), Euler angle distributions (calculated in 

CryoSPARC), Q-scores for individual residues of Drosha and RNA, and per-residue 

cross-correlation coefficient (calculated in Phenix) are shown for each structure.  

         Crosslinking mass spectrometry was performed using xQuest/xProphet, which 

utilizes the target-decoy strategy (146) to determine the False Discovery Rate (FDR) for 

each hit. Only hits with FDR scores < 0.05 were considered, and three individual 

replicates of each experiment was performed. Quantified in vitro processing assays were 

performed in triplicate. To compare the processing of each Drosha mutant compared to 

the wild type control, unpaired t-tests were performed. 

 

3.3 Results 

 

3.3.1 Development of an optimal MP/RNA complex for cryo-EM studies 
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         Based on our findings from Chapter 2, we focused on identifying an optimal 

substrate by characterizing the apical junction and basal junction separately. We screened 

apical junctions by performing EMSAs with pre-miRNAs and DGCR8, with the goal of 

identifying the tightest binders (Figure 34). We then screened pri-miRNAs for heme-

dependence, with the understanding that heme-independent substrates have optimal 

Drosha-binding sites as the basal junction (Figure 35) (133). Assessing basal junction by 

processing rather than binding assays was necessary, because measuring the basal 

junction/Drosha interaction by EMSA involves assembling an RNA duplex, which often 

fails to produce homogeneous products. 

We chose pri-miR-16-2 as the substrate RNA for structure determination, because it not 

only binds Drosha/DGCR8 tightly enough to copurify during size-exclusion 

chromatography, but is also processed correctly regardless of heme presence (Figure 

36A). Heme-independent processing suggests that pri-miR-16-2 has an optimal Drosha-

binding site at the basal dsRNA-ssRNA junction, as described in Chapter 2 (133). We 

included 20 nucleotides flanking the Drosha cleavage sites, as they were enough to 

maintain robust processing. Furthermore, to capture the pre-catalytic state while 

inhibiting RNA cleavage we replaced the magnesium ions required for RNase III activity 

with calcium (Figure 36B).  

         To derive a structural model for an active Microprocessor/pri-miRNA (MP/RNA) 

assembly, we aimed to prepare a homogenous protein/RNA complex (Figure 37). We 

purified recombinant protein complexes using the truncated constructs of Drosha and 

DGCR8 that are sufficient for processing pri-miRNAs in vitro in the correct orientation 
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when fully saturated with heme. Because the complex dissociates readily during grid 

preparation, we treated the complex with a crosslinking agent to enable structure 

determination by cryo-electron microscopy (cryo-EM). We chose DSG after screening 

numerous crosslinkers. DSG was highly reactive, and produced more intact particles on 

negative stain compared to other crosslinkers (Figure 38). Later screens using cryo-EM 

with our collaborator further supported the finding that short amine-amine crosslinkers, 

especially DSG, were the best choice for MP/RNA complexes. Numerous attempts at 

obtaining intact particles without crosslinking were unsuccessful; this included screening 

a multitude of protein and RNA constructs, additives such as poly-L-lysine and 

detergents, numerous types of grids, buffer conditions and freezing conditions. 

 

3.3.2. Structure Determination and Modeling 

         Using the MP/RNA sample as described above, we collected cryo-EM datasets. 

Despite severe particle heterogeneity, we determined a cryo-EM structure of an active 

human Microprocessor in complex with pri-miR-16-2 (Figure 39-41). The overall 

resolution is approximately 3.7 Å (Table 2). The quality of the map varies for different 

regions, with higher resolution for Drosha and the majority of the pri-miRNA, and lower 

resolution for DGCR8 and the apical loop of the substrate RNA (Figure 40E). We used 

crystal structures of isolated Drosha and DGCR8 dsRBDs to aid with model building (74, 

86). The regions resolved in the crystal structure of Drosha in isolation aligns well with 

the cryo-EM density, except for the dsRBD, which swings toward the bound RNA 

(Figures 42-43). In addition, many regions of Drosha (221 residues out of 908 included in 
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our final model) were modeled de novo, because they could not be resolved in the 

isolated Drosha structure (74). The cryo-EM map for the apical region, especially for the 

heme-binding region (HBR) of DGCR8, is resolved to lower resolution. However, using 

the crystal structures of the dsRBDs (residues 489-583 and 592-701 for dsRBD1 and 

dsRBD2, respectively) we could perform initial rigid-body docking followed by 

refinement to reveal their spatial disposition with respect to Drosha and the bound pri-

miRNA.  

         We were also able to visualize the density connectivity and thus model de novo the 

majority of pri-miR-16-2, except for the apical loop and a few nucleotides near the 5’ and 

3’ ends (Figure 44). Determining the register of the RNA was guided by the secondary 

structure calculated by mfold (142), as the location of the mismatches are obvious in the 

cryo-EM map (Figure 45A). The location of the RIIID active sites coincides with the 

known Drosha cleavage site on pri-miR-16-2, according to miRBase (147). We used the 

Q-score to evaluate the density resolvability and the quality of the model per residue, for 

both Drosha and RNA, and it is consistent with the expected scores for the reported 

resolution (144) (Figures S2H-S2L). Furthermore, we observe extra density with high 

resolvability Q score (144) near the active sites, especially in the RIIIDb domain, most 

likely due to ordered calcium ions (Figure 40G) (54, 148). 

 

3.3.3. Overall Structure 

         As suggested by MALS and other data (133, 149)(Table 1), the overall structure 

consists of a heterotrimeric protein complex consisting of one copy of Drosha and two 
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copies of DGCR8, and one pri-miRNA hairpin. We were unable to model the HBR, due 

to poor resolution and lack of available structures for docking. However, the HBR is 

positioned at the terminal loop of pri-miR-16-2, which is consistent with the currently 

accepted model. The two copies of the DGCR8 “core” adopt different dsRBD 

conformations on RNA, leading to 3 dsRBDs engaging the same helical turn of RNA. 

The first copy (DGCR8-1, yellow-orange) adopts the same conformation observed in the 

crystal structure, in which the two dsRBDs form a stable interface against one another. 

Only the N-terminal dsRBD forms contacts with pri-miR-16-2, while the C-terminal 

dsRBD is pointed outward. The second copy (DGCR8-2, purple) shows the two dsRBDs 

split apart from one another and engaging in direct interactions with adjacent faces of the 

apical RNA stem. The different conformations of the two copies of DGCR8 indicates that 

the dsRBD core is dynamic, which may explain the FRET results observed by the authors 

of the crystal structure (PDB: 2YT4). The linkers connecting the dsRBD cores to their C-

terminal tails is not visible, likely due to high flexibility.  

         The RNA stem is positioned near the catalytic RIIID sites of Drosha, in a pre-

catalytic state. It appears that internal mismatched bases do not significantly disrupt the 

A-type helical structure of the dsRNA. As mentioned above, the calcium density is much 

stronger near RIIIDb compared to RIIIDa. This asymmetry in metal binding may be 

because calcium binds the RIIIDs differently than the natural ligand, magnesium. RIIIDb 

may also be innately better than RIIIDa at binding divalent cations. Interestingly, RIIIDa 

contains a less common asparagine (N1042) at a position occupied by aspartate in other 

RNaseIII domains. The latter hypothesis is intriguing since E1147—one of the key 
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coordinating residues in RIIIDb—is a mutation hotspot for Wilms tumor patients, while 

RIIIDa mutations are much less frequently found in patients (25).  

         The cryo-EM structure reveals the detailed interactions between Drosha and the 

bound pri-miRNA, and various regions are likely to undergo RNA-induced folding, as 

they could not be modeled in the isolated crystal structure (Figure 43). Most of the RNA 

stem docks against the globular core of Drosha composed of the RIIIDs and the Central 

domain (CED). On the opposite side of the core domains, various parts of Drosha 

rearrange or become folded to wrap around the RNA, consequently increasing direct 

contact with the RNA. The dsRBD of Drosha swings inward to bind the basal stem 

region of the pri-miRNA . Previously unresolved regions in CED, such as a long segment 

that includes two antiparallel helices (757-848, green) (Figure 45B), and a stretch with 

two shorter helices (930-957, light green) are visible in our cryo-EM complex structure 

(Figure 46), likely because of the intimate contact with RNA to rigidify them. Moreover, 

additional newly visualized regions such as the basal tip of the CED and the C-terminal 

tail of Drosha are likely to depend on the regions that become ordered with RNA for 

folding. Together, our cryo-EM structure of Microprocessor with fully docked pri-

miRNA elucidates how several distinct polypeptide regions are involved in coordination 

of binding the RNA substrate to ensure stable and specific interactions.  

 The largest consecutive region of Drosha that we modeled de novo includes a 

two-stranded coiled coil (753-848) that we refer to as the “Belt” (Figure 46). Previously 

this region of Drosha was proposed to fold into a “PAZ-like” domain similar to Dicer 

(74), but instead it forms a two-helix segment that binds the basal junction. The Belt acts 
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like a seatbelt that straps across the passenger RNA and buckles into a 4-way junction 

consisting of the dsRBD, the C-terminal tail, the Wedge and the Belt itself (Figure 47). 

The Belt mostly interacts with the ssRNA immediately next to the dsRNA, to clamp 

down the separated RNA strands. When the Belt crosses over the unwound RNA 

immediately next to the dsRNA, the tip of the helices interacts favorably with the dsRBD 

and the C-terminal tail of Drosha (Figure 48). In this conformation, the ɑ-helices of the 

Wedge and the C-terminal tail bundle with the last helical segment of the RIIIDb. The 

linker between the dsRBD and the RIIIDb is flexible in the absence of RNA, but with 

such multi-domain interactions, the connection between the dsRBD and the RIIIDs 

becomes more rigidified. Thus, when the Belt locks into the 4-way junction, the RNA-

binding modules become more rigidly coupled, strengthening the interactions with 

substrates that meet the structural requirement. Consequently, formation of the multi-

domain buckle provides specificity for the ssRNA/dsRNA junction by positive 

reinforcement. To validate our structural model, we used crosslinking mass spectrometry 

to probe the Microprocessor conformation in solution (150) (Figure 49). Few crosslinks 

are observed for the MP/RNA complex, but two of the most robust are between the Belt 

and the dsRBD, which come in close contact in the observed conformation in the cryo-

EM structure (Figure 49C, Table 3). The same interdomain linkages are not observed 

when the crosslinking reagents are added to MP without RNA, suggesting that the 

Belt/dsRBD interaction as observed in the structure is specific to the state in which the 

pri-miRNA is properly docked.  
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 Analysis of the MP/RNA complex structure allows us to visualize the relative 

locations of various domains of Drosha and DGCR8 and thus to interpret their functional 

roles in recognition of a pri-miRNA, as the direct contacts can be mapped for almost the 

entire length of the stem (Figure 44).  

 

3.3.4. The Helical Belt is important for pri-miRNA processing  

         The cryo-EM structure of the MP/RNA complex provides a physical framework to 

understand how various features of the pri-miRNA might affect processing. Most of the 

dsRNA is well-resolved in our cryo-EM structure, and we have modeled a total of 33 

base-pairs (bp): 21 out of 23 total bp on the apical side and 12 bp on the basal side of the 

5’ cut site. The required lengths of dsRNA on both sides of the cleavage sites determined 

by previous studies are thus explained by the RNA-binding protein domains that cover 

such distances (100, 102-104, 106). To measure the stem length consistently, both ends 

are marked as dsRNA-ssRNA junctions. On the apical end, the terminal loop is capped 

by the HBR and the four dsRBDs surround the apical end of the stem. The basal side is 

clamped down via the Belt, which locks into the 4-way junction. Between the two clearly 

marked ends, the dsRBDs from Drosha and DGCR8-1 interact to form a contiguous, 

elongated protein mass that measures the entire length of a stem of about 35 bp, acting as 

a “dsRBD ruler” (Figure 50). If we model a longer dsRNA protruding basally, the 

double-helix structure is likely to clash with the Belt when the stem is only 2 bp 

longer  (Figure 51A). For a typical pri-miRNA with a dsRNA-ssRNA junction, the Belt 

keeps the 5’ flanking arm away from the 3’ strand. Previously a “Bump helix” (residues 
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910-919) was proposed to block unbranched dsRNA from binding Drosha (74). Although 

Arg914 of the Bump helix makes contact with the phosphate backbone of the 3’ ssRNA 

(Figure 51A), it is directed away from the RNA. Thus, while the Bump helix may support 

the unwound conformation by stabilizing the hold on the 3’ ssRNA arm, it does not 

appear to present a “block” against dsRNA as previously suggested. In summary, the 

cryo-EM structure of the MP/RNA complex highlights the roles of the dsRBD ruler and 

the 4-way junction (including the Belt) in recognizing the correct stem-loop for 

processing.  

         When we insert base pairs into the stem of pri-miR-16-2 near the basal junction, we 

observe a precipitous decline in processing efficiency when more than 1 bp is 

inserted  (Figures 51B-C). The endonucleolytic cleavage that occurs for the mutant pri-

miRNAs is at the same location as the wild type pri-miRNA, whether the flanking 

regions are short (20nt) or long (60-70nt), suggesting that additional mechanisms are in 

place for choosing the cut site in pri-miR-16-2 (Figure 51D). When the stem is shortened 

by a mere 1 bp, the enzymatic activity is also dramatically reduced (Figure 51C). Shorter 

stems would result in the dsRBD ruler hanging over the edge of the dsRNA or deform, 

thereby preventing the formation of a proper 4-way multi-domain junction. Together, 

these results suggest that the Belt/dsRBD connection acts as a positive checkpoint; in the 

presence of a dsRNA-ssRNA junction 12-13 bp away from the 5’ cut site, the Belt 

clamps down and forms a productive 4-way junction to stabilize the tightly bound 

conformation of Drosha on pri-miRNA.  
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         Given its critical contact with the basal dsRNA-ssRNA junction, we investigated 

whether the Belt affects the processing of pri-miR-16-2. When the two helical segments 

are deleted (ΔBelt), the processing efficiency is dramatically reduced (Figure 52). The 

first helix (H1) interacts with the groove formed by the most basal portion of the stem, 

and the basic side chains (K792, K795, and K799) of H1 face the phosphate backbone to 

support favorable interactions. Mutating all three to glutamates (K3E3) also reduces the 

Microprocessor activity. Moreover, mutating the side chains of N806 and Q1336 to Asp 

and Glu, respectively, is also detrimental to pri-miRNA processing, likely due to charge 

repulsion in the Belt/C-terminus contact area. The mutant Microprocessor complexes 

were purified over multiple chromatography steps and have similar KD values for pri-

miR-16-2 as the wild type Microprocessor, except for the MPK3E3, which results in ~ 2 

fold decrease in RNA affinity (Figure 53). When the enzyme concentration is increased 

by 2 fold, MPK3E3 shows similar activity as MPWT, but the other mutant complexes still 

exhibit largely impaired enzymatic activity (Figure 52E). Moreover, when the substrate 

concentration is increased by 2 orders of magnitude, MPΔBelt remains less efficient than 

MPWT (Figure 54). Therefore, missing the Belt is likely to debilitate MP activity on pri-

miR-16-2 in a way that affects more than the overall affinity for pri-miRNA. We also 

investigated the possibility of the Belt affecting stem length specificity. Inserting or 

deleting base pairs in the stem did not improve the activity of MPΔBelt over MPWT, over a 

wide range of substrate concentrations (Figure 55). Thus, the Belt is critical for detecting 

the basal RNA structure, and strengthening the 4-way junction upon binding appropriate 

substrates, thereby enhancing processing. 
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         Many protein or RNA features have been shown to affect processing of distinct 

miRNAs differently (133, 134). Therefore, we tested the importance of the Belt in 

processing of other miRNAs by using the Microprocessor lacking the two helices 

(ΔBelt). For most miRNAs, Drosha cleavage is less efficient in the absence of the Belt, 

though to varying degrees (Figure 56A). For miR-107 and miR-106b, we also observe a 

shift in cut site location (Figure 56B).	 Interestingly,	 some	 pri-miRNAs	 (pri-miR-30a	

and	 pri-miR-125a)	 are	 processed	 similarly	with	 and	without	 deletion	 of	 the	 Belt,	

and	 this	 independence	 from	 the	 Belt	 is	 observed	 even	 at	 lower	 enzyme	

concentrations	(Figure 56C). It	 is	possible	that	defects	associated	with	Belt	 loss	for	

pri-miR-30a	 and	 pri-miR-125a	 are	 mitigated	 by	 other	 RNA	 features	 such	 as	 the	

presence	 of	 primary	 sequence	 motifs	 (102,	 103),	 as	 well	 as	 their	 heme-

independence	 (133),	 which	 suggests	 the	 presence	 of	 a	 favorable	 basal	 junction.	 

Therefore, the Belt helices of Drosha generally contribute to both efficiency and accuracy 

of Microprocessor, and the specific effect on each miRNA may vary.   

 

3.3.5. The Wedge and Belt of Drosha form a narrow tunnel for the ssRNA at the 

basal junction 

         When the basal junction is clamped down by the Belt, it forms a narrow tunnel with 

another region of CED which we call the “Wedge” (928-957) (Figure 57). The hollow is 

lined with basic residues to mediate interactions with the acidic phosphate backbone. The 

Wedge is disordered in the isolated Drosha structure, but it is induced to fold in our 

complex as it wedges into the crevice between the stem and the unwound ssRNA near the 
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5’ end. Moreover, the Wedge also contacts the “GHG” motif (GUG in pri-miR-16-2) of 

pri-miRNAs that has been proposed to affect cleavage efficiency and accuracy, although 

the interactions are through the RNA backbone (Figure 57C) (103, 105). The mismatched 

U may be recognized via a unique change in the backbone structure.  The GUG sequence 

is located near the basal end of the dsRNA, and the dsRBD of Drosha is also situated 

proximally, as predicted from modeling from typical mode of binding for dsRBDs (75, 

105). However, the distance between the GUG nucleobases and the dsRBD is relatively 

large, and there is little evidence for sequence-specific binding. The	only	interaction	we	

observe	is	a	weak	contact	between	the	Uracil	base	in	the	“H”	position	and	Q1266	of	

Drosha.	Therefore, the GHG motif is likely recognized through its impact on the RNA 

structure, rather than through direct contact with the nucleobases. As	part	of	the	4-way	

junction	(Figure 47),	 the	Wedge	 lies	directly	adjacent	to	the	GHG	motif,	with	the	C-

terminal	tail	of	Drosha	packed	over	its	surface.	A	mismatch	at	the	H	position	would	

likely	enable	local	deformability	and	could	lead	to	more	favorable	interactions	with	

the	 Wedge,	 thereby	 strengthening	 the	 4-way	 junction	 and	 thus	 facilitating	

processing.	 Although	 the	 GHG	 motif	 may	 represent	 a	 special	 case	 of	 processing	

enhancement,	general	RNA	flexibility	in	the	area	basal	to	the	Drosha	cleavage	sites	

has	been	associated	with	processing	efficiency	(151). 

         The Wedge, together with the Belt, forms intimate contact with the first few 

nucleotides in the ssRNA region (Figure 58A). On each ssRNA strand, one nucleotide 

(Ura7 on 5’ and Ade99 on 3’) is best modeled in a flipped-out conformation (Figures 

58B-C). Drosha stabilizes the two nucleobases in pockets with pi-pi stacking with various 
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side chains, and these pockets are formed at the interface between the Belt and the 

Wedge. As a narrow groove is formed between the dsRNA and the 5’ ssRNA arm, the 

concentrated negative charge from the phosphates is also mitigated by the basic side 

chains from the Wedge (R938, K939, and K940). When mutations are introduced to 

disrupt a nucleobase binding pocket or the electrostatic interactions with the backbone, 

there is a markedly reduced processing without affecting the overall affinity for pri-miR-

16-2 (Figures 59-60). Therefore, formation of a narrow tunnel is likely to ensure the 

presence of ssRNA flanking regions, to help Drosha to distinguish pri-miRNAs from 

other dsRNAs or dsRNA-containing RNAs.  

         Given that the length of the tunnel is not long, we investigated how many single-

stranded flanking nucleotides are needed for processing of pri-miR-16-2. For both of the 

flanking arms, we determined that 13 nucleotides (counting from the Drosha cut site) are 

necessary for robust processing (Figure 61). This means that only 1 or 3 single-stranded 

nucleotides are critical on 5’ and 3’ ends, respectively. Although we observe such short 

essential arms for pri-miR-16-2, longer arms may be necessary for other miRNAs, 

especially if the basal junction is not a strong binding site for Drosha. Interestingly, the 

flipped nucleotides mark where the seemingly less critical regions of ssRNA begin 

(Figure 58). Since pri-miRNAs normally have longer arms in vivo, the ability of the Belt 

and the Wedge to stabilize the flipped nucleobases may be important to maintain 

separation of the ssRNA strands, thus making them easier to clamp down.  

 

3.3.6. Cryo-EM structure of Drosha/DGCR8 with partially docked pri-miRNA 
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         Most of the Drosha/RNA contacts are between the pri-miRNA stem and the two 

RIIIDs, and divalent cations are known to be important for mediating RIIID interactions 

with RNA (54). However, even in the presence of EDTA or mutations of key metal-

coordinating residues (E1045Q/E1222Q), the overall affinity for pri-miRNA is not 

reduced significantly (Figure 62). This is surprising, because divalent cations serve as a 

bridge to enable the RNA to be brought close to the highly acidic “catalytic valley” by 

mitigating charge-charge repulsion (54). Drosha RIIID residues involved in magnesium 

coordination have also been found to be frequently mutated in Wilms tumor patients (25). 

To gain insight into the architecture of the inactive assembled MP/RNA complex, we 

determined a cryo-EM structure of Microprocessor containing mutant Drosha 

(E1045Q/E1222Q), at ~ 4.4 Å-resolution (Figures 63-66, Table 2). Altering	 the	 acidic	

side	 chains	abrogates	 the	ability	 to	 coordinate	divalent	 cations	 that	are	needed	 to	

mediate	contacts	with	the	pri-miRNA	stem	and	thus	enable	hydrolysis.	The two cryo-

EM structures are best compared by superimposing the dsRBDs (2 from each DGCR8 

and 1 from Drosha); the five dsRBDs exhibit similar relative orientations in the two 

structures, and aligning the domains also results in good agreement between the two 

RNA conformations (Figure 67A). Therefore, the arrangement of all of the dsRBDs on 

pri-miR-16-2 is preserved in both structures. However, the core domains of Drosha—the 

RIIIDs and CED—move away from the RNA, reducing direct interactions with the 

substrate. When the two structures are aligned by Drosha core domains, there are two 

major conformational changes: the Belt swings inward to where the RNA usually binds, 

and the dsRBD also swings away from the core, likely to retain its contact with the 



	

	

92	
dsRNA (Figure 67B). Thus, without a properly docked pri-miRNA, the helical Belt can 

no longer interact with the 4-way junction across the RNA; instead, it leans against the 

core of Drosha on the other side of RNA. Comparing the two structures provides a model 

for how the Belt buckles into the 4-way junction. In	 the	 fully	 bound	 state,	 the	 C-

terminus	of	Drosha	rearranges	to	pack	against	the	Belt	and	Wedge,	establishing	the	

4-way	 junction	 and	 stabilizing	 an	 alpha-helical	 structure	 in	 the	 C-terminus.	 The	

Wedge,	which	is	not	visible	in	the	crystal	structure,	favors	a	random	coil	structure	in	

the	partially	docked	state.	Upon	basal	junction	docking,	the	Wedge	moves	basally	to	

contact	the	basal	junction	as	well	as	the	major	groove	adjacent	to	the	basal	junction,	

and	rigidifies	against	the	RNA	to	adopt	a	more	alpha-helical	structure.	As	described	

above,	the	dsRBD	of	Drosha	maintains	a	similar	footprint	on	the	RNA	stem	in	both	

cryo-EM	 structures,	 despite	 a	 significant	 rearrangement	 relative	 to	 the	 rest	 of	

Drosha.	 The	 dsRBD	 in	 the	 crystal	 structure	 forms	 extensive	 crystal	 contacts	 and	

likely	adopts	a	different	conformation	in	solution	prior	to	RNA	binding.	We tested if 

the observed change in Belt conformation is also evident in solution, using crosslinking 

mass spectrometry. When we use catalytically inactive Drosha to form MP/RNA 

complexes, we do not detect the Belt-dsRBD crosslinks observed in the active state 

(Figure 68). Therefore, even when RNA is associated with MP, the RIIIDs require 

properly coordinated divalent ions to support the activated conformation where the Belt 

reaches across the ssRNA to interact with the rest of Drosha.   

         Despite the conformational changes in Drosha, DGCR8 and the dsRBD of Drosha 

maintain remarkably similar conformations in both cryo-EM structures (Figure 69). The 
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footprints of the dsRBDs on pri-miR-16-2 (conserved in both structures) span nearly the 

entire length of the stem region (Figure 70). Consistent with such extensive contact, the 

affinity of DGCR8 for pri-miR-16-2 is high (Figures 71A, C). In contrast, when we test a 

Microprocessor complex lacking any RNA-binding regions of DGCR8, (Drosha+CTT, 

containing only the C-terminal tails of DGCR8 to increase Drosha solubility (106)), we 

observe no detectable affinity for the RNA substrate without added divalent ions (Figures 

71B, D). Therefore, in the partially docked (calcium-free) structure, what we observe is 

likely a state in which both specificity and affinity for RNA are driven by the HBRs and 

the dsRBDs, mostly from the DGCR8 polypeptides. After we crosslink the wild type 

MP/RNA complex in the absence of calcium (similar to the mutant MP/RNA complex), 

adding magnesium can still activate its ability to cleave the pri-miRNA similar to the 

uncrosslinked complex (Figure 72). Thus, the partially docked conformation is likely 

capable of transitioning to the fully docked conformation. To drive the complex to the 

fully docked conformation, the coordinated divalent cations are necessary to switch on 

the specificity of Drosha for dsRNA (Figure 73). Similar experiments involving a 

Drosha+CTT variant lacking the Belt (Drosha+CTT/ΔBelt) showed that calcium cannot activate 

pri-miRNA binding if the Belt is removed. Rather, the Belt itself, and its association with 

the other components of the 4-way junction, enables pri-miRNA binding by Drosha 

(provided that the charge-charge repulsion between the catalytic valley and the RNA is 

first mitigated by calcium or magnesium). Surprisingly, we observed the same trend for a 

pri-miRNA that was dependent on the Belt for processing (pri-miR-16-2, Figures 74A-

B), and a pri-miRNA that was processed similarly with and without the Belt (pri-miR-16-
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2, Figures 74C-D) However, even in the presence of calcium, Drosha+CTT fails to bind 

RNA lacking the appropriate basal junction geometry. Although Drosha+CTT binds well to 

WT and +1bp variants of pri-miR-16-2, the affinity is dramatically lower for +2bp, -1bp 

and -2bp variants (Figure 75). This is consistent with the effects of stem insertions on 

processing efficiency (Figures 51C, 55), and suggests that Drosha cannot fully engage 

substrates without proper belt closure.  

         In spite of the binding observed with Drosha+CTT, it is noteworthy that we observe 

little difference in overall RNA-binding affinity between MPWT with calcium, MPWT 

without calcium, and MPE1045Q/E1222Q (Figure 62). The presence of numerous RNA-

binding domains makes dissecting individual affinity contributions challenging. The 

partially docked structure provides an opportunity to examine the RNA/protein 

interactions at the basal and apical regions separately. Therefore, by comparing the 

affinities of the individual components (Figure 71) and analyzing conserved contacts in 

both structures (Figure 70), we conclude that the HBRs and the dsRBDs have specificity 

and affinity for pri-miRNAs independent of the conformational state of Drosha. 

Furthermore, comparing the two structures also reveals the extent of flexibility in 

interdomain linkers (eg. to dsRBD and Belt of Drosha) that permit large domain 

movements within a MP/RNA complex.  

 

3.4 Discussion 

 

6.4.1. A model for understanding Drosha/DGCR8 assembly on pri-miRNAs 
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         Our results allow us to propose a physical model for how a pri-miRNA interacts 

with the Drosha/DGCR8 complex (Figure 75). The robust specificity of Microprocessor 

for the apical junction is driven by DGCR8; the HBRs bind the terminal loop and the 

dsRBDs of DGCR8 surround the apical half of RNA stem, as suggested by biochemical 

studies described in Chapter 2. The dsRBD of Drosha recognizes the dsRNA on the basal 

half, and in tandem with the first dsRBD of DGCR8-1, forms a ruler to measure ~35 bp 

of RNA stem. Similar RNA binding modes are observed for the HBRs and the dsRBDs in 

both the fully docked and partially docked structures, and they are sufficient for 

nanomolar binding affinity. In the presence of divalent cations such as magnesium or 

calcium, the catalytic domains RIIIDa and RIIIDb also engage with the pri-miRNA stem. 

Proper docking of the pri-miRNA in the active sites positions the basal dsRNA-ssRNA 

junction near the two-helix Belt, which can then establish favorable interactions with 

other regions of Drosha (dsRBD, C-terminal tail, and Wedge) to form the 4-way 

junction. The productive Belt rearrangement stabilizes Drosha in a conformation that 

favorably contacts the dsRNA-ssRNA junction, thus reinforcing substrate RNA 

specificity. The specific and tight contacts via the HBRs and the dsRBDs near the apical 

junction, combined with the molecular clamp imposed by the helical Belt and the Wedge 

at the basal end, together ensure that the bound RNA has two junctions separated by a 

stem of particular length (35 ± 1 bp (103)). Therefore, our physical model reveals many 

features of the Microprocessor that are important to ensure that a proper substrate is 

loaded and poised for hydrolysis at the specific nucleotide linkages.  
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         In addition to providing a detailed view of an active MP/RNA complex, the fully 

docked structure can be compared to the partially docked state to provide insight into 

how the macromolecules assemble. Furthermore, examining the isolated Drosha crystal 

structure also shows the flexible nature of the important RNA-contacting regions (e.g., 

dsRBD, Wedge, Belt), most of which are disordered or conformationally distinct from 

our MP/RNA structures. Although the structures provide static pictures, the ability of the 

dsRBDs to maintain the same contact with the pri-miRNA, even in the absence of Drosha 

core domain binding, suggests that the dsRBDs have robust affinity and independent 

specificity. Thus, the dsRBDs (and the HBR domains) are likely able to drive the initial 

loading of the pri-miRNA, especially in the case of miR-16-2. This is supported by our 

previous findings (Chapter 2), which showed that the HBR specifically engages the 

terminal loop, even in the absence of Drosha (Figure 26C). 

         Since the discovery of Drosha, many models have been proposed to describe how 

pri-miRNAs are distinguished from other RNAs. The characteristic features of pri-

miRNAs have been investigated in various ways. First, the basal (lower) and apical 

(upper) stem lengths have both been suggested to affect substrate selection and cut site 

determination (100, 102-106). As shown in the current study with MPΔBelt, a lack of 

proper basal junction detection can manifest as a loss in efficiency, shift in cut site, or 

both. Although the resultant processing defect may vary for each pri-miRNA, the 

biochemical data converge on the importance of the stem length. Our cryo-EM structures 

provide a framework to explain why the length of the dsRNA between the junctions is 
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physically measured by the size of the polypeptide domains and their arrangement along 

the RNA.  

 

3.4.2 The role of primary sequence of pri-miRNAs 

         Short sequence motifs in pri-miRNAs have also been shown to impact processing 

efficiency, although deriving a universal model for their importance was difficult (102, 

103). A “GHG” motif has been highlighted for its effect on processing efficiency, and our 

structural observations show that the GHG motif is at the center of the 4-domain 

junction— the “buckle”. Although we do not observe base-specific contacts, the unique 

RNA backbone geometry near the motif suggests that it contributes to the RNA structure 

that is important to support the formation of the 4-way junction. A “UG” motif in the 5’ 

arm has been proposed to play a role in determining processing efficiency. The unpaired 

Ura in this motif is in the same position as the 5’ flipped Ura (Ura7) in our fully docked 

model. The binding pocket for this uracil base may favor Ura over other nucleotides. 

However, the pockets for both of the flipped bases rely mostly on ring stacking 

interactions and may not be highly discriminating for the nucleobase identity. In the 3’ 

arm, the “CNNC” motif has been proposed to contribute to the processing of some pri-

miRNAs, and DEAD-box helicases may act through this motif to remodel the RNA to 

make the cleavage event more efficient (102, 107, 108). For certain pri-miRNAs, the 

additional help in unwinding the flanking ssRNAs may be necessary for Drosha to then 

clasp the flexible RNA in the tunnel formed by the Belt and the Wedge. Variations in 

stem length, primary sequence motifs, and structural features in the flanking arms are 
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some of the elements that could influence the processing efficiency and accuracy of a pri-

miRNA, as well as the degree to which it is sensitive to deletion of the Belt. The built-in 

plasticity of the Microprocessor complex shown through our cryo-EM structures is likely 

critical for its ability to accommodate and utilize the diversity among the pri-miRNAs, 

while simultaneously distinguishing them from other dsRNAs.   
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Chapter 4. Conclusions and Future Directions 

 

4.1 Introduction 

         Microprocessor processes hundreds of pri-miRNA substrates, each of which 

possesses a unique sequence and structure. Identification of these substrates requires a 

highly adaptable system, but one that also follows strictly defined parameters for 

recognition. Although many questions remain about Microprocessor regulation, this work 

provides a structural foundation for understanding how flexibility and stringency can 

coexist in this system. Overall conclusions and future directions are discussed below.  

 

4.2. Structure determination guided by in-depth in vitro characterization 

         The major achievement of this work was the determination of a precatalytic 

Drosha/DGCR8/pri-miRNA complex, which led to substantial insight into pri-miRNA 

recognition. The design and optimization of a complex suitable for cryo-EM required 

drawing from the findings described in Chapter 2. Specifically, a critical insight was that 

two independent protein modules drive pri-miRNA recognition on either side of the RNA 

stem, and that each module must be examined separately from one another in order to 

properly assess its contribution. The contribution of the apical junction to recognition by 

Microprocessor can be assessed through direct measurement of binding (Figure 34), 

while the basal junction must be measured by comparing processing efficiency/accuracy 

by heme-bound versus heme-free Drosha/DGCR8 (Figure 35). Thus, our structure 

determination efforts relied upon thorough in vitro characterization of Drosha/DGCR8.  
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         In addition, our model for pri-miRNA recognition in Chapter 3 (Figure 76) 

borrowed heavily from the findings from Chapter 2, due to the relatively low resolution 

of the HBR. The discovery that the HBR recognizes terminal loop structures, and can 

serve as an anchor for repositioning Drosha, complemented the structural information and 

allowed us to develop a general model for the recognition events occurring on both sides 

of the stem.    

 

4.3. Reexamining the role of heme in a structural context 

         One major question is whether heme serves a regulatory role in pri-miRNA 

processing. As discussed in Chapter 2, heme binding is critical for the processing of most 

pri-miRNAs, and in Chapter 3 it was shown that the heme-bound HBR defines the apical 

boundary of the dsRBD ruler. The preserved footprint between partially-bound and fully-

bound Microprocessor (Figure 69) suggests that the initial contact between 

Microprocessor and pri-miRNA involves the HBR. Therefore, a loss of heme binding 

likely leads to a failure to engage pri-miRNAs. However, pri-miR-16-2, which is heme-

independent, contains an ideal GHG motif, which we observed to be serving an 

anchoring function for the active sites of the RIIID domains. This feature may serve a 

compensatory role in the absence of heme, allowing processing to occur efficiently 

regardless of heme availability. For pri-miR-16-2, the dominance hierarchy places the 

basal GHG motif at a higher priority than the HBR/loop interaction. As suggested in 

Chapter 2, the secondary role of the HBR in some pri-miRNAs presents an opportunity 

for differential regulation of subclasses of pri-miRNAs depending on heme levels, by 
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altering the expression of GHG-lacking substrates while leaving the GHG-containing 

substrates relatively unaffected. Thus, our structure may offer a structural explanation for 

one type of heme-independence.  

         One of the most intriguing questions remaining about pri-miRNA processing is 

whether heme serves a regulatory role in microRNA biogenesis. It has been proposed that 

heme may modulate DGCR8 through gas binding (115), sensing oxidative stress (92), or 

sensing changes in heme levels (85). Results from a previous study implied that DGCR8 

may not be fully heme-saturated in vivo, under certain conditions (96), suggesting that 

DGCR8 may be capable of responding to increased intracellular heme levels by 

increasing the production of microRNAs. Despite these speculations, there remains no 

conclusive evidence for a regulatory role for heme in pri-miRNA processing, and more 

work is needed to fully understand how heme might modulate microRNA biogenesis.  

 

4.4. New modes of RNA recognition 

         In recent years it has become clear that noncoding RNAs have diverse and crucial 

roles in human biology. Thus, there is great interest in understanding how noncoding 

RNAs are recognized, processed and trafficked, as well as how they perform their 

effector functions. Concurrently, the number of identified RNA-binding proteins has 

exploded through the use of newly developed molecular tools (152-154); previous studies 

failed to identify these factors, because many of these proteins do not contain classical 

RNA-binding domains.   

         The work described here provides examples of previously unidentified RNA-
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binding modes. The strategies that Microprocessor has developed for recognizing and 

measuring RNA structure, and how sequence preference can be layered on top of these 

structure-specific interactions, may represent a general paradigm for how other 

noncoding RNAs are recognized. Microprocessor constructs a stem-detection system by 

coupling two junction-sensing modules connected by a rigid bridge formed by dsRBDs. 

In the case of Drosha/DGCR8, these RNA-recognizing modules are coupled to RNase 

activity, whereas other RNA-binding proteins may utilize complex structure recognition 

modules coupled to RNA-modification, remodeling, or transport.  

 

4.5. A need for additional structures  

         Although our structures have provided a wealth of knowledge about the general 

rules of pri-miRNA recognition, many questions remain about Microprocessor function. 

Previously proposed mechanisms for pri-miRNA recognition have been based upon 

mutagenesis (insertions, deletions, or substitutions) of individual pri-miRNAs; in some 

cases, these proposals conflict with one another (94, 100, 106), perhaps due to the fact 

that the recognition events vary between substrates.   

         As seen with our ΔBelt screen (Figure 56A), it is clear that individual pri-miRNAs 

are subject to different forms of regulation by the Belt. It is generally accepted that the 

stem length is crucial to proper recognition, but this requirement is meaningless if the 

boundaries are not clearly defined. In pri-miR-16-2, the basal junction is recognized in 

part by the Belt and its interactions with other regions of Drosha, and unsurprisingly, 

deletion of the Belt leads to a severe processing defect. In the case of pri-miR-125a, there 
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is no defect observed without the contribution of the Belt. For both pri-miRNAs, stem 

length is presumably measured by the dsRBD ruler, but the basal junctions are apparently 

defined through different mechanisms. Interestingly, Belt closure still serves as a major 

source of binding energy for Drosha (Figure 74), supporting a model in which a 

compensatory mechanism for basal junction recognition exists in pri-miR-125a. One 

possibility is that the GHG motif, which is present in its “ideal” form with the sequence 

GCG in pri-miR125a, is serving as an anchoring site for positioning the RIIIDs. This is 

further complicated by the fact that pri-miR-16-2, as discussed in Chapter 3, also contains 

an ideal GHG motif, yet is Belt-sensitive. Thus, there may be additional recognition 

events that occur with some substrates, but not others. This hypothesis is further 

supported by the MPC352S screen (Figures 12 and 35), which showed that the overall basal 

junction “strength” — a function of belt-sensitivity, GHG region composition, and likely 

other factors — varies widely between pri-miRNAs.   

         The best approach to understanding these differences is to determine MP/RNA 

structures containing other substrates. A structure of Microprocessor with a Belt-

independent substrate could provide clues about how other modules mitigate the loss of a 

functional 4-way junction. Structures with ideal basal UG motifs and apical UGUG 

motifs could reveal how these sequences can serve to reposition Microprocessor. These 

structures would form the basis for new hypotheses on pri-miRNA recognition, and 

would spur new biochemical and biophysical studies on the general mechanisms of 

Microprocessor function, and the dominance patterns of the numerous RNA/protein 

interactions involved.  
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4.6. Structure-guided therapeutic applications for pri-miRNAs 

         Previous studies have explored the design of therapeutics that act through the RNA 

interference pathway, and it has been shown that utilizing the microRNA biogenesis 

pathway with an artificial pri-miRNA can enhance efficacy and regulation of therapies 

(103, 156, 157). Therefore, past efforts have focused on the design of an optimized 

artificial pri-miRNA chassis to deliver siRNAs. Because the structural and sequence-

based features that modulate Drosha activity reside outside of the mature miRNA region, 

a more complete understanding of pri-miRNA processing could enable the design of a 

new generation of improved RNAi therapeutics. Recognition modules could be combined 

in specific configurations to achieve the precisely desired amount of siRNA. Introducing 

features in the loop that are targeted by regulatory proteins such as Lin28 (Figure 32) 

would enable these artificial substrates to be temporally or spatially regulated.   

 

4.7. Balancing stringency and promiscuity in biomolecule recognition 

         In many biological systems, biomolecules must be capable of exhibiting flexibility 

in selecting substrates or partners. MHC Class I/II proteins exhibit promiscuous binding 

specificity to a multitude of antigen peptides, through noncovalent interactions, and 

recognition patterns are dependent on allelic variation in the MHC genes (155). For MHC 

I molecules, allowable antigen length is restricted to a narrow range (~8-10 residues) due 

to the pockets that grip the ends of the antigen within the peptide-binding groove. MHC 

II proteins do not have this size limitation and can bind much longer antigens. In both 
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cases, there is preference for certain side chains in particular positions (hydrophobic, 

basic, etc.) due to the specific interactions with the peptide-binding groove. An enormous 

number of potential antigens meet these general requirements, and thus MHC proteins 

can present a strong diversity of peptides for antigen recognition, which is critical for 

proper immune function. 

         Nuclear trafficking of proteins also uses a set of structural determinants to bind 

targets with a certain degree of promiscuity. CRM1/XPO1 exports a multitude of proteins 

from the nucleus, by recognizing their nuclear export sequence (NES). Similar to MHC 

protein targets, these NES sequences are restricted in size, and require the presence of 

hydrophobic side chains in certain positions. Within these requirements exist a diverse 

array of NES sequences that bind CRM1/XPO1 and undergo nuclear export (158). 

         There are many other examples of biological systems that utilize structural 

determinants while maintaining a certain degree of promiscuity. This balance is essential 

to proper biological function, because many systems rely upon complex interactions with 

other systems involving a multitude of substrates. These substrates have upstream and 

downstream interactions with more systems, each of which may involve their own unique 

structural determinants; thus the processing or trafficking of individual biomolecules may 

share common intermediate steps involving a single enzyme or partner. This is certainly 

the case for Microprocessor, which processes hundreds of different pri-miRNAs. The 

different layers of regulation in each pri-miRNA lead to a range processing efficiencies, 

thereby regulating biological systems to different extents. 
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