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The presence of DNA in the cytosol is known to trigger robust innate immunity. Cyclic 

GMP-AMP synthase (cGAS) is the sensor of cytosolic DNA and activation of cGAS initiates 

cytokine production. Here we show cGAS plays essential roles in immune defense against 

retroviruses as well as in autoimmune diseases caused by self-DNA. 

  HIV infection abrogates adaptive immunity by the depletion of CD4 T cells. 

However, innate immune defense mechanisms against HIV are largely unknown. We show 
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that pseudotyped HIV can infect human and mouse cell lines, leading to the production of 

interferons (IFN) and other antiviral cytokines. Activation of innate immunity by HIV 

requires viral cDNA synthesis but not cDNA integration. Furthermore, retrotranscribed HIV 

cDNA is sensed by the cytosolic DNA sensor cGAS, which then produces the second 

messenger 2'3'-cyclic GMP-AMP (cGAMP) to activate the adaptor STING. Importantly, 

wild-type HIV also triggers cGAMP production in human primary macrophages, 

underscoring the key role of cGAS in HIV sensing. Moreover, cytosolic sensing of other 

retroviruses such as murine leukemia virus and simian immunodeficiency virus also depends 

on cGAS. 

   cGAS is important for the immune response against retroviruses, however, overactive 

cGAS causes autoimmunity. TREX1 is a cytosolic DNase which clears mislocalized DNA in 

the cytosol. Loss-of-function mutations in TREX1 cause the human disease Aicardi–

Goutières syndrome (AGS). AGS manifests with abnormal type I IFN production and 

inflammation in multiple organs.  Trex1-/- mice exhibit autoimmune and inflammatory 

phenotypes that are associated with elevated expression of IFN-induced genes (ISGs). Here 

we show that genetic ablation of cGAS in Trex1-/- mice eliminates all detectable pathological 

and molecular phenotypes, including ISG induction, autoantibody production, aberrant T-cell 

activation, and lethality. Similarly, deletion of cGAS in mice lacking DNaseII, a lysosomal 

enzyme that digests DNA, rescues the lethal autoimmune phenotype of the DNaseII-/- mice. 

Also, polyarthritis in DNaseII-/- Ifnar1-/- mice is dependent on cGAS.  
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    These results improve our understanding of immune detection of HIV and provide 

cGAMP as a new adjuvant for developing HIV vaccines. Moreover, our results suggest that 

inhibition of cGAS may lead to new treatments of some human autoimmune diseases caused 

by self-DNA. 
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CHAPTER ONE: Introduction 
 

 
Innate immunity and adaptive immunity 

Numerous microbes such as bacteria, viruses and fungi from the environment 

frequently invade our bodies but only occasionally lead to signs and symptoms of infectious 

diseases. Two distinct systems of immunity - innate immunity and adaptive immunity in 

vertebrates contribute to the defense against pathogen invasion. 

Innate immunity serves as the frontier to keep microbial invaders in check and acts in a 

fast manner to eliminate the pathogens. As the first line of protection, innate immunity has 

been extensively studied in the past. The innate immune system employs a series of pathogen 

recognition receptors (PRRs) to recognize conserved molecules from pathogens, which are 

known as pathogen-associated molecular patterns (PAMPs) (Medzhitov and Janeway 1997). 

Upon activation, PRRs transduce signals through adaptor proteins, kinases or transcription 

factors, ultimately leading to anti-pathogen activity, such as cytokine production. Type I 

interferon (IFN) is one of the key cytokines in the antiviral response (Grandvaux, tenOever et 

al. 2002). Type I IFN acts in autocrine and paracrine manners and alerts neighboring 

uninfected cells. Type I IFN binds to the interferon-α/β receptor (IFNAR) and activates the 

JAK-STAT signaling pathway. Subsequent phosphorylation of signal transducer and 

activator of transcription 1 (STAT1) and STAT2 leads to the formation of STAT1–STAT2–

IFN-regulatory factor 9 (IRF9) complexes, turning on transcription of IFN stimulated genes 

(ISGs) which restrict viral replication (Platanias 2005).  
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The second phase of the immune response is taken over by the adaptive immune 

system later on (Le Bon and Tough 2002). The adaptive immune system involves the 

humoral response and the cell-mediated response. B cells and antibodies participate in the 

humoral response. The cell-mediated response primarily requires T cells and phagocytes. 

Compared to innate immunity, adaptive immunity generates a more specific response to 

pathogens through somatic mutations in T cells and B cells. T cells are primarily composed 

of CD8+ cytotoxic T lymphocytes (CTL) and CD4+ T helper (Th) cells. CD8+ T cells kill 

cancer cells or pathogen-infected cells directly. CD4+ T cells play various helper roles in 

adaptive immunity, such as selection of B cells, antibody class switching and activation of 

CD8+ T cells. CD4+ T cells differentiate into distinct subtypes which are defined by a 

combination of cell surface markers, transcription factors and effector cytokines (Zhu, 

Yamane et al. 2010). T-bet is a key transcription factor for the activation of the Th1 response, 

and mature Th1 cells secrete IFNγ. Th2 cells require GATA3 for differentiation, and they 

produce interleukin (IL)-4, IL-5, and IL-13. Different T cell cytokines regulate corresponding 

antibody class switching. For instance, the Th1 response is associated with isotypes of IgG2a 

and IgG2b in mouse, whereas Th2 cytokines promote IgG1 production. 

Innate immunity has been shown to influence different aspects of adaptive immunity. 

Dendritic cells and macrophages are the main professional antigen presenting cells (APC). 

Both types of cells phagocytose cell debris, foreign substances or microbes. They express 

major histocompatibility complex class (MHC) II molecules and CD86 on their cell surface. 

Engulfed antigens are processed into peptides and loaded onto MHC II molecules. TCR from 

CD4+ T cells recognizes MHC II-presented foreign peptide on APCs and induces T cell 
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activation. CD86 on APCs interacts with CD28 on T cells, providing the survival and 

proliferation signal for T cells. Upon activation, T cell surface markers, such as CD69, are 

upregulated (Maino, Suni et al. 1995). Some of the activated T cells further become memory 

cells, which express high levels of CD44 and low levels of CD62L, compared to 

CD44lowCD62high naïve cells (Swain and Bradley 1992). CD8+ memory T cells also 

upregulate Ly6c (Walunas, Bruce et al. 1995). Memory responses enable adaptive immunity 

to last for years or decades. Cytokines produced by APCs, such as IL-12, IL-4 and IL-6 also 

affect differentiation of T cells. For instance, IL-12 promotes the Th1 response, while IL-4 

enhances the Th2 response (Murphy and Reiner 2002).  

Overall, innate immunity controls pathogen propagation in early infection. Most 

pathogens are detected and resolved by innate immune responses within hours. In 

comparison, adaptive immunity targets pathogens more efficiently but requires a longer time 

to develop. The two immune systems cooperate with and compensate for each other to 

provide immune protection. 

 

Toll-like receptor-mediated sensing of nucleic acids 

Among different PRRs, Toll-like receptors are membrane bound receptors expressed 

by certain types of immune cells, such as dendritic cells (DCs), macrophages and B cells. 

There are ten TLRs identified in humans and each recognizes distinct PAMPs (Akira, 

Uematsu et al. 2006). Nucleic acids from pathogens serve as PAMPs and can be sensed by 

TLRs on the endosomal compartment (Fig 1). TLR3 detects dsRNA and signals through the 

adaptor TRIF, which activates the transcription factor IRF3. TLR7 and human TLR8 



4 

 

recognize viral ssRNA. TLR9 senses unmethylated CpG-DNA from bacteria. TLR7 and 

TLR9 are highly expressed in a small subset of DCs, known as plasmacytoid DCs (pDCs) 

(Muzio, Polentarutti et al. 2000, Akira and Takeda 2004).  pDCs are particularly efficient in 

producing large amounts of Type I IFN despite their low cell count in blood. TLR7, TLR8, 

and TLR9 share a common adaptor MyD88 which activates the transcription factor IRF7. 

Both TRIF and Myd88 activation induces production of downstream Type I IFN and 

inflammatory cytokines. In this process, endoplasmic reticulum (ER)–resident membrane 

protein Unc-93 homolog B1 (UNC93B1) specifically interacts with endosomal TLRs and 

regulates trafficking of these receptors in cells (Tabeta, Hoebe et al. 2006).  

TLRs engage in immune defense against a variety of pathogens. TLR3-deficient mice 

are more susceptible than wild-type mice following infection with murine cytomegalovirus 

(MCMV). And TLR3 deficiency is associated with herpes simplex encephalitis in children 

(Tabeta, Georgel et al. 2004, Zhang, Jouanguy et al. 2007). However, rather than assuming a 

protective role, TLR3 is involved in pathogenesis of influenza A virus and West Nile virus 

(WNV) (Wang, Town et al. 2004, Le Goffic, Balloy et al. 2006). TLR7 recognizes guanosine 

(G) -rich and uridine (U) -rich ssRNA ligands derived from HIV, influenza virus, and 

synthetic polyuridine ssRNA (Kadowaki, Ho et al. 2001, Diebold, Kaisho et al. 2004). 

Influenza virus and VSV potently stimulate TLR7 in DCs to mount IFN production (Ahmed, 

Mitchell et al. 2009). Homologous to TLR7, human TLR8 preferentially mediates 

recognition of bacterial RNA, as well as ssRNA from HIV, SeV, VSV and influenza A virus 

(Diebold, Kaisho et al. 2004, Lund, Alexopoulou et al. 2004, Melchjorsen, Jensen et al. 2005, 

Kruger, Oldenburg et al. 2015). TLR9, a receptor expressed by diverse cell types, such as B 
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lymphocytes, pDCs, monocytes and natural killer cells, accounts for detection of various 

DNA viruses and bacterial DNA (Bauer, Kirschning et al. 2001). 

Additionally, TLRs also play multiple roles in the progression of autoimmune disease, 

such as systemic lupus erythematosus (SLE). DNA-containing immune complexes from SLE 

patients stimulate DCs through Fcγ receptors (FcγR) and TLR9 (Boule, Broughton et al. 

2004). SLE patients also have high titers of anti-small nuclear ribonucleoproteins (snRNPs) 

antibodies. These immune complexes contain small nuclear RNA (snRNA) which potentially 

activates TLR7 (Vollmer, Tluk et al. 2005). An in vivo study has demonstrated that TLR7 

exacerbates the disease and conversely, TLR9 ameliorates the disease in a lupus model with 

lymphoproliferation (LPR) mutations even though the production of dsDNA-specific 

antibodies depends on TLR9 (Christensen, Kashgarian et al. 2005, Christensen, Shupe et al. 

2006, Lartigue, Courville et al. 2006).  In another model of SLE, additional loss of TLR9 

dramatically improves the survival of FcγRIIb-/- C57BL/6 mice (Ehlers, Fukuyama et al. 

2006). All in all, TLRs have complicated functions in autoimmunity of different models. 

 

Cytosolic RNA sensing pathway 

In addition to TLRs, nucleic acids can be sensed by cytosolic PRRs (Fig 1). Compared 

to TLRs, cytosolic receptors are broadly expressed by different cell types and detect 

derivatives from microbes in the cytosol. Retinoic acid-inducible gene I (RIG-I), encoded by 

DDX58 gene, is ubiquitously expressed in most somatic cell types and is responsible for 

sensing of RNA viruses (Yoneyama, Kikuchi et al. 2004). RIG-I detects virus-derived short 

dsRNA with uncapped 5′-triphosphate and blunt ends, which has different features from 
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RNA in eukaryotic cells (Hornung, Ellegast et al. 2006, Pichlmair, Schulz et al. 2006). 

Additionally, RIG-I is able to recognize 5’triphosphate RNA transcribed from AT-rich 

dsDNA by DNA polymerase III (Chiu, Macmillan et al. 2009). MDA5, another RIG-I-like 

receptor (RLR), preferentially binds to long dsRNA (>1000bp) with no end specificity (Kato, 

Takahasi et al. 2011). Laboratory of genetics and physiology 2 (LGP2), the third RLR, lacks 

signaling effector domains and functions as a modulator in the RNA sensing pathway. LGP2 

has been shown to inhibit the RIG-I pathway but is actually a positive regulator in MDA5 

signaling (Satoh, Kato et al. 2010). A cell-intrinsic role for LGP2 in supporting survival and 

effector functions of CD8+ T cells during RNA infection has been described (Suthar, Ramos 

et al. 2012). All three RLR proteins share considerable homology, with a C-terminal 

regulatory domain (CTD) that has been implicated in autoregulation and DECH box helicase 

domain regions which have RNA binding and ATP hydrolysis activity. Unlike LGP2, only 

RIG-I and MDA5 have N-terminal CARD motifs which are essential for downstream 

activation. 

CARD domains of RIG-I and MDA5 interact with the helicase domain in an 

autoinhibited state without ligand interaction. RNA binding of RIG-I and MDA5 leads to a 

conformational change that releases the auto-inhibition and allows association of unanchored 

K63 polyubiquitin chains to the CARD domain (Reikine, Nguyen et al. 2014). Ubiquitin is 

involved in multiple aspects of RIG-I activation. Tripartite motif-containing protein (TRIM) 

25 is an E3 ligase that interacts with RIG-I and is critical for RIG-I activation (Gack, Shin et 

al. 2007). Production of IFN in Trim25-/- cells in response to SeV infection is compromised.  
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Figure 1.  Nucleic acid sensing mediated by TLRs and RLRs. Different nucleic acids are detected by 

endosome membrane associated TLRs. TLRs signal through TRIF or Myd88, activate IRF3 or IRF7 and initiate 

type I IFN production. Cytosolic viral RNA is sensed by RLRs, including RIG-I and MDA-5. RLRs further 

transduce signal through MAVS, TRAF proteins, and finally activate IRF3 and NF-kB, promoting Type I IFN 

transcription.  
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Upon activation, RIG-I forms a tetramer with four ubiquitin chains, leaving its CARD 

domains exposed (Zeng, Sun et al. 2010, Jiang, Kinch et al. 2012). Structural studies indicate 

the non-covalent binding of K63-ubiquitin chains (K63-Ubn) to a tandem CARD (referred as 

2CARD) of RIG-I induces its tetramer, which can be bound by three chains of K63-Ub2. The 

helical tetramer of RIG-I resembles a 'lock-washer' model.  Moreover, covalent ubiquitin 

conjugation of 2CARD further stabilizes the interaction between 2CARD and K63-Ubn 

(Peisley, Wu et al. 2014). In comparison, the helicase domain and CTD of MDA5 assemble 

into helical filaments along the dsRNA, exposing CARD domains of MDA5 (Wu, Peisley et 

al. 2013). CARD domains of RIG-I and MDA5 sequentially interact and activate adaptor 

protein mitochondrial antiviral signaling (MAVS) on mitochondria (Seth, Sun et al. 2005).  

MAVS contains an N-terminal CARD domain, a proline-rich region, and a C-terminal 

transmembrane (TM) domain (Kawai, Takahashi et al. 2005, Meylan, Curran et al. 2005, 

Seth, Sun et al. 2005, Xu, Wang et al. 2005). MAVS, upon activation, forms a prion-like 

structure, which is composed of detergent- and protease-resistant aggregates and is able to 

convert endogenous MAVS into the functional prion (Hou, Sun et al. 2011, Cai, Chen et al. 

2014). Purified MAVS CARD also self-assembles into filaments. The MAVS 

CARD filament is a left-handed, single-stranded helix (Wu, Peisley et al. 2014). In RNA 

virus-infected cells, MAVS redistributes and changes into rod-shaped puncta on the 

membrane of mitochondria (Xu, He et al. 2014, Xu, He et al. 2015). Once MAVS is 

activated, it further recruits ubiquitin E3 ligase TRAF proteins (Liu, Chen et al. 2013). TRAF 

proteins including TRAF2, TRAF5 and TRAF6, function redundantly and activate a set of 

kinases, including the IKK kinase complex and TBK1. These kinases phosphorylate MAVS 
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at Ser442, recruiting transcription factor IRF3 to this phosphorylation site, which promotes 

TBK1 to phosphorylate IRF3 in close proximity (Liu, Cai et al. 2015). Phospho-IRF3 

dimerizes and enters the nucleus. In parallel, IKK kinase complex phosphorylates the NF-kB 

inhibitor, IkBα, leading to its degradation. After release from inhibition, NF-kB complex 

translocates into the nucleus and forms a transcription complex with IRF3, turning on the 

IFN response. Eventually, IFN acts in an autocrine and paracrine manner to induce 

expression of various antiviral genes. 

Cytosolic RNA sensing pathways protect the host from RNA virus infection (Kato, 

Takeuchi et al. 2006). Cytosolic RNA sensors RIG-I and MDA5 show their preference in the 

detection of different strains of RNA viruses. RIG-I undertakes guard duty against a wide 

range of virus families, including Arenaviridae, Orthomyxoviridae, Flaviviridae, 

Rhabdoviridae, Paramyxoviridae, a bunyavirus and Ebola virus (Loo, Fornek et al. 2008). 

Conversely, MDA-5 mainly specializes in detection of picornaviruses, such as 

encephalomyocarditis virus (EMCV), Mengovirus and Theiler's virus (Loo, Fornek et al. 

2008). IRF3 dimerization and IFN production in multiple cell types from Mavs-/- mice, except 

in pDCs, are abolished during RNA virus infection (Sun, Sun et al. 2006). Mavs-/- mice have 

remarkably decreased survival rate upon VSV challenge with high viral titer but low IFN 

production.  

Due to its critical role, MAVS is targeted by pathogens such as HCV to suppress innate 

immunity. Viral serine protease NS3/4A from hepatitis c virus (HCV) cleaves MAVS at Cys-

508, leading to dislodgement of N-terminal fragments from mitochondria and the silencing of 

MAVS signaling (Li, Sun et al. 2005, Meylan, Curran et al. 2005). 
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More importantly, dysregulation of the RNA sensing pathway is associated with 

autoimmune disease. The G821S mutant form of MDA5, which is constitutively active but 

non-responsive to RNA ligand, is associated with autoimmunity in mice (Funabiki, Kato et 

al. 2014). Similar to the G821S mutation, the A946T mutation has elevated Type I IFN 

signature and has been reported to be a risk variant for SLE. Genetic ablation of RNA 

sensing adaptor MAVS protects mice with G821S mutation from development of nephritis. 

Patients with adenosine deaminase acting on RNA (ADAR) gene mutations have 

aberrant IFN expression. Adar1E861A/E861A knock-in mice die embryonically due to hyper-

inflammation (Liddicoat, Piskol et al. 2015). Interestingly, by knocking out MDA5, the 

survival of the mice with Adar1E861A/E861A knock-in mutation is rescued. Long dsRNA stem 

loops within 3′ untranslated regions of endogenous transcripts, which accumulate in 

Adar1E861A/E861A cells, are further characterized as the substrates of ADAR1 in vivo. 

Collectively, the RNA sensing pathway not only plays protective roles in anti-viral 

defense but also is involved in the progression of human autoimmune diseases. 

 

Cytosolic DNA sensing pathway 

DNA, as the genetic material for eukaryotes, is mainly confined to isolated 

compartments with membrane protection, such as the nucleus and mitochondria. In normal 

conditions, the cytosolic environment is free of DNA. DNA from microorganisms is exposed 

to the cytosol during infection and becomes a danger signal to induce innate immunity. 

Recent studies have shown that cytosolic DNA is sensed by the DNA sensor cyclic GMP-

AMP synthase (cGAS), mounting the innate immune response (Fig 2) (Sun, Wu et al. 2013).  
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Sequence alignment reveals that cGAS contains a conserved nucleotidyltransferase 

(NTase) fold in the middle with a C-terminal male abnormal21 (Mab21) domain and an N-

terminal unstructured region. Upon binding to DNA, cGAS synthesizes cyclic dinucleotide 

cyclic GMP-AMP (cGAMP) from ATP and GTP (Ablasser, Goldeck et al. 2013, Diner, 

Burdette et al. 2013, Wu, Sun et al. 2013). Structural studies have shown that cGAS harbors 

a bilobal scaffold which consists of α helices and β sheets (Gao, Ascano et al. 2013, 

Kranzusch, Lee et al. 2013). The binding of DNA is mediated by the interaction of the sugar-

phosphate backbone of DNA and the positively charged surface of cGAS, which explains the 

sequence-independent binding of DNA. Structure analysis also indicates that cGAS forms a 

2:2 complex with DNA, since mutations in the cGAS dimerization interface or DNA binding 

surface abrogate cGAMP production and DNA-induced IFN production (Li, Shu et al. 2013, 

Zhang, Wu et al. 2014). Upon association with DNA, the NTase catalytic pocket of cGAS 

undergoes dramatic conformational changes, which is accessible for ATP and GTP binding 

and subsequent cGAMP synthesis. The bond between 2'-OH of GTP and 5'-phosphate of 

ATP forms first, generating 5'-pppG(2',5')pA, which is further cyclized by the linkage 

between 3’-OH of adenosine and 5'-phosphate of guanosine. The second messenger-cGAMP 

is able to be transmitted through gap junction channels to neighboring cells, activating 

uninfected bystander cells during DNA virus infection (Ablasser, Schmid-Burgk et al. 2013).  

cGAMP is a potent activator of downstream endoplasmic reticulum (ER) protein 

STING with a Kd around 4nM (Zhang, Shi et al. 2013). C-di-GMP, a signal transduction 

molecule found in a wide variety of bacteria, is known to activate STING and binds to 
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STING with a Kd of 1.21μM. Other phosphodiester linkages of adenosine and guanosine, 

such as 2’-2’ linkage, 3’-2’ linkage, or 3’-3’ linkage, largely reduce the binding affinity of  

 

 

Figure 2. Cytosolic sensing of DNA by cGAS. Upon binding to cytosolic DNA derived from bacteria or DNA 

viruses, cGAS sythesizes cGAMP from ATP and GTP. cGAMP binds and activates STING on the ER. STING 

recruits kinases and transcription factors, initiating IFN production. 
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cGAMP to STING (Zhang, Shi et al. 2013). The STING mutation R231A uncouples the 

DNA/cGAMP sensing and c-di-GMP/c-di-AMP sensing pathways (Burdette, Monroe et al. 

2011). Binding to cGAMP causes conformational changes in STING. Distinct from c-di-

GMP binding, the binding pocket of two STING molecules with cGAMP is covered by a 

newly formed β sheet lid, with two arms of the STING dimer moving inward by about 20Å 

(Gao, Ascano et al. 2013, Zhang, Shi et al. 2013). Similar to MAVS, activated STING 

recruits TBK1, leading to TBK1 phosphorylation as well as subsequent phosphorylation of 

STING at Ser366 (Liu, Cai et al. 2015). Phosphorylated STING recruits IRF3, which is 

further phosphorylated and dimerized, resulting in transcription of Type I IFN. 

The level of cGAMP is also tightly regulated. Ecto-nucleotide pyrophosphatase/ 

phosphodiesterase 1(ENPP1) is a hydrolase in serum that degrades 2’3’-cGAMP. Enpp1-/- 

MEF cells produce more IFN upon DNA virus challenge (Li, Yin et al. 2014). 

The DNA sensing pathway is critical for immune defense against different pathogens. 

The cGAS-STING pathway restricts replication of DNA viruses such as HSV-1 in vivo. 

cGas-/- and Sting-/-  mice are more susceptible to HSV-1 infection with a limited amount of 

type I IFN production (Ishikawa, Ma et al. 2009, Li, Wu et al. 2013).  In the absence of 

protection by type I IFN, cGas-/- and Sting-/- mouse brains exhibit high viral load, whereas, 

wild-type mice have no detectable virus in their brains.   

cGAS-STING pathway also stimulates autophagy in the face of  bacterial infection, 

including Mycobacterium tuberculosis (Mtb). Mtb, a member of the Mycobacteriaceae 

family, primarily infects the mammalian respiratory system and causes most cases of 

tuberculosis. Mtb type VII secretion system ESX-1 translocates bacterial effector molecules 
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into host cytoplasm and is required for production of IFN (Stanley, Johndrow et al. 2007). 

Recognition of bacterial DNA by cGAS is crucial for Type I IFN induction in response to 

Mtb (Collins, Cai et al. 2015, Wassermann, Gulen et al. 2015, Watson, Bell et al. 2015). 

Meanwhile, Mtb DNA activates ubiquitin-mediated autophagy by p62 and nuclear dot 

protein 52 kDa (NDP52) through cGAS and STING (Watson, Manzanillo et al. 2012). 

Autophagy restrains Mtb bacterial load both in vitro and in vivo.  Lyz-Cre-Atg5fl/fl mice, 

which are defective in autophagy specifically in macrophages, are more susceptible to in vivo 

Mtb infection. cGas-/- or cGAS knock-down cells have higher bacterial growth in comparison 

to control cells (Collins, Cai et al. 2015). The survival time of cGas-/- mice significantly 

drops compared to wild-type mice when infected with Mtb in vivo (Collins, Cai et al. 2015). 

Pathogens also hinder the immune response by targeting components in the DNA 

sensing pathway.  Shigella IpaJ inhibits IFN by blocking STING translocation from the ER 

to ERGIC, which is important for downstream activation. And STING mutations that cause 

constitutive ER exit and ERGIC/Golgi accumulation have been found in patients with 

autoimmunity (Dobbs, Burnaevskiy et al. 2015).  

 

DNase mutations and autoimmune diseases 

Like most microbes, human cells also use DNA as genetic material, but the DNA is 

mainly restricted to the nucleus and mitochondria. However, unwanted DNA is generated 

during processes such as cell death, retroelement replication, and nucleus expulsion in 

erythropoiesis (Kawane, Fukuyama et al. 2001, Stetson, Ko et al. 2008). Since cGAS binds to 

DNA in a sequence-independent manner, aberrantly accumulated self-DNA in the cytosol 
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can possibly activate cGAS and cause autoimmune responses. DNases are a group of 

enzymes that degrade DNA. TREX1, known as DNaseIII, is cytosolic 3’ DNA exonuclease 

(Mazur and Perrino 1999). Defect in Trex1 leads to accumulation of cytosolic DNA, which 

potentially activates cGAS and initiates unnecessary autoimmune responses. In fact, Trex1 

mutations are associated with autoimmune disorders, such as Aicardi Gouteres syndrome 

(AGS) and SLE (Crow, Hayward et al. 2006, Lee-Kirsch, Gong et al. 2007). AGS patients 

develop early onset encephalopathy with intracranial calcification and cerebral atrophy, 

leading to intellectual disability (Aicardi and Goutieres 1984, Tolmie, Shillito et al. 1995). 

AGS patients also manifest dermal inflammation with high Type I IFN signatures. Mutations 

in other genes, such as Ribonuclease H2 (RNaseH2) enzyme complex (RNaseH2a, 

RNaseH2b, RNaseH2c), SAMHD1, ADAR1 and MDA5 also result in AGS (Crow, Leitch et 

al. 2006, Rice, Bond et al. 2009, Rice, Kasher et al. 2012, Rice, del Toro Duany et al. 2014).  

Trex1-/- mice develop multiple organ inflammation and have reduced lifespan (Morita, 

Stamp et al. 2004, Stetson, Ko et al. 2008, Gall, Treuting et al. 2012). Body weights of  

Trex1-/- mice are lower than WT littermates. Organs such as skeletal muscle, tongue, skin, 

and the glandular stomach develop profound inflammation while other organs such as brain, 

colon, small intestine, pancreas, lung, and liver are not noticeably affected. Instead of mental 

disorders found in human AGS patients, Trex1-/- mice suffer from severe myocarditis. In 

addition, anti-nuclear antibodies (ANA) and autoantibodies against heart antigens are 

detected in sera of Trex1-/- mice. 

TREX1 D18N mutant lacks the capacity to degrade DNA (Lehtinen, Harvey et al. 

2008). Compared to Trex1-/- mice, TREX1D18N/D18N knock-in mice show less severe 
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autoimmune phenotypes, implying the DNase activity of TREX1 partially but not totally 

accounts for the autoimmunity phenotype (Grieves, Fye et al. 2015). 

Interestingly, knocking-out IRF3, IFN receptor (IFNR) or STING rescues survival of 

Trex1-/- mice, implying participation of the DNA sensing pathway in Trex1-/- mice (Stetson, 

Ko et al. 2008, Gall, Treuting et al. 2012). Adoptive transfer experiments indicate non-

hematopoietic cells produce IFN which acts on hematopoietic cells to promote 

autoimmunity. Rag2-/-Trex1-/- mice are also protected from mortality, which signifies the 

contribution of adaptive immunity in the autoimmune phenotype. Both T cells and B cells are 

involved in pathogenesis of Trex1-/- mice since in the condition of Ighm-/- (B cells deficient) 

or Tcra-/-, Trex1-/-mice are partially rescued from death.  

IFN takes a part in the pathogenesis of Trex1-/- mice. Nonetheless, elevated expression 

of ISGs in in vitro cultured Trex1-/- cells is independent of IFN production (Hasan, Koch et 

al. 2013). Lysosomes abnormally accumulate in Trex1-/- cells, insinuating other non-DNase-

related functions of TREX1. In addition to its role in DNA degradation, TREX1 also 

regulates innate immunity through its C-terminus, which interacts with the 

oligosaccharyltransferase (OST) complex (Hasan, Fermaintt et al. 2015). Retinal 

vasculopathy with cerebral leukodystrophy (RVCL) patients express both normal and C-

terminal truncated forms of TREX1. Truncated TREX1 is mislocalized but DNase active. 

RVCL cells and Trex1-V235fs cells have elevated free glycans and immune gene expression. 

In Trex1-V235fs knock-in mice, free glycan release causes the autoimmunity independent 

function of TREX1 to degrade DNA. 
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In comparison with TREX1, DNaseII is a lysosomal DNase, which is responsible for 

clearance of phagocytosed DNA derived from dead cells (Baker, Baron et al. 1998). During 

erythropoiesis, DNA, expelled from erythrocytes, is engulfed by macrophages (Kawane, 

Fukuyama et al. 2001). In the absence of DNaseII, accumulated undigested DNA stimulates 

macrophages to secrete IFN (Yoshida, Okabe et al. 2005). IFN induces cell death for 

unknown reasons and erythropoiesis is greatly impaired. DNaseII-/- embryos are pale, smaller 

and embryonically lethal. Ablation of IFNR or STING prevents lethality of DNaseII-/- 

embryos (Kawane, Ohtani et al. 2006, Ahn, Gutman et al. 2012). Ifnar1-/-DNaseII-/- mice 

develop polyarthritis due to overproduction of TNF-α. Treatment of anti-TNF antibody cures 

the mice of arthritis. 

As recently shown, elevated ISGs in Trex1-/- and DNaseII-/- cells are rescued by 

knocking out cGAS (Ablasser, Hemmerling et al. 2014, Motani, Ito et al. 2015). However, 

whether genetic ablation of cGAS can rescue the autoimmune phenotypes in mice is still 

unknown. 

 

AIM2 inflammasome-mediated DNA sensing 

Cytosolic DNA not only triggers IFN response but also activates the inflammasome in 

myeloid cells. The inflammasome is a multiple protein complex that mediates inflammation 

by processing the proinflammatory cytokines IL-1β and IL-18 and inducing a programmed 

cell death, known as pyroptosis (Schroder and Tschopp 2010). The inflammasome is 

activated by a variety of PAMPs and damage-associated molecular patterns (DAMPs). For 

example, anthrax lethal  
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Figure 3. DNA-sensing mediated by AIM2 inflammasome. Cytosolic DNA in myeloid cells binds and 

activates AIM2, which recruits ASC. ASC forms a prion-like structure and activates caspase-1. Pro-IL1β is 

cleaved into active form and secreted out of cells. 

 

toxin activates the NLRP1 inflammasome, and bacterial flagellin activates the NLRC4 

inflammasome (Zhao, Yang et al. 2011, Levinsohn, Newman et al. 2012). NLRP3 detects a 

broad range of PAMPs and DAMPs, such as nigericin, potassium efflux, extracellular ATP 

and reactive oxygen species (ROS) (Tschopp and Schroder 2010).  Absent in melanoma 2 

(AIM2) inflammasome is the sensor for dsDNA (Fig 3) (Fernandes-Alnemri, Yu et al. 2009). 
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The HIN200 domain of AIM2 binds to DNA, triggering AIM2 oligomerization. Upon 

activation, the N-terminal pyrin domain of AIM2 interacts with the pyrin domain of adaptor 

protein apoptosis-associated speck-like protein containing CARD (ASC) (Ishii, Coban et al. 

2006). ASC forms prion-like filaments and activates caspase-1 through CARD-CARD 

interactions (Cai, Chen et al. 2014). Caspase-1 cleaves pro-IL-1β or pro-IL-18 into mature 

IL-1β or IL-18, which can be secreted out of cells (Sollberger, Strittmatter et al. 2014). IL-18 

together with IL-12 induces cell-mediated immunity following infection (Tominaga, 

Yoshimoto et al. 2000). Natural killer (NK) cells and certain T cells release IFNγ, a Th1 

cytokine, upon IL-18 stimulation. AIM2 is essential for inflammasome activation in response 

to bacteria such as Francisella tularensis (F.tularensis), or DNA viruses, such as vaccinia 

virus and MCMV (Fernandes-Alnemri, Yu et al. 2010, Rathinam, Jiang et al. 2010). Aim2-/- 

mice suffer from a higher rate of mortality when infected with F.tularensis. IL-18 production 

and NK cell IFN-γ production during MCMV infection are also dependent on AIM2. 

Collectively, AIM2 functions as an important sensor of DNA to activate the 

inflammasome during confrontation with bacterial and viral pathogens. 

 

HIV and innate immunity 

Human immunodeficiency virus  (HIV), known to cause acquired immunodeficiency 

syndrome (AIDS), is one of the most serious health and development challenges around the 

world.  There were 35 million people living with HIV in 2013. It is still the number one 

cause of death in Africa.  

https://en.wikipedia.org/wiki/PYCARD
https://en.wikipedia.org/wiki/Interleukin_12
https://en.wikipedia.org/wiki/Cell-mediated_immunity
https://en.wikipedia.org/wiki/Natural_killer_cells
https://en.wikipedia.org/wiki/T_cells
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HIV belongs to the Lentivirus genus, part of the Retroviridae family. There are two 

subtypes of HIV: HIV-1 and HIV-2 (Gilbert, McKeague et al. 2003). HIV-1 is globally 

prevalent and has high infectivity and virulence. HIV-2 is mainly restricted to West Africa 

with lower virulence. The HIV genome consists of two copies of positive-sense single-

stranded RNA which codes for the nine genes of the virus. The nine genes include gag, pol, 

env, tat, rev, nef, vif, vpr, vpu (or vpx in the case of HIV-2).  gag encodes the Gag poly 

protein, which can be processed into matrix protein, capsid protein, spacer peptides, 

nucleocapsid protein and P6 protein. pol encodes for reverse transcriptase, integrase, and 

HIV protease. env encodes for envelope protein gp160 which is further cleaved into gp120 

and gp40 (Chan, Fass et al. 1997). Trimers of gp120 and gp40 combine together, forming the 

envelope spikes, which mediate viral attachment and entry into cells. The other six genes 

play regulatory roles in HIV infection. For instance, Vif protein interacts and inhibits 

apolipoprotein B mRNA editing enzyme catalytic polypeptide-like 3G (APOBEC3G) 

(Stopak, de Noronha et al. 2003). APOBEC3G catalyzes the deamination of cytidine into 

uridine in ssDNA, resulting in extensive mutations in HIV cDNA, which efficiently 

terminates the viral life cycle. Vpu protein antagonizes the inhibitory effect of Tetherin, 

which causes retention of virions on cell surfaces and prevents HIV virion release (Neil, 

Zang et al. 2008). Nef protein excludes the incorporation of serine incorporator (SERINC) 5 

or SERINC3 into the budding virions. SERINC5 and, to a lesser extent, SERINC3 disrupt 

HIV infectivity (Rosa, Chande et al. 2015, Usami, Wu et al. 2015).  

In the HIV viral particles, both RNA genome and replication-related enzymes, such as 

reverse transcriptase, protease, and integrase, are enclosed by the capsid. The envelope, 

https://en.wikipedia.org/wiki/Positive-sense
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which contains lipid bilayer taken from host cells and HIV envelope protein, surrounds and 

protects the viral nucleocapsid. 

HIV infection abrogates adaptive immunity and causes AIDS by the depletion of CD4+ 

T cells. A normal range for CD4+ T cell count is about 600-1,500/mm3. With HIV 

progression, CD4+ T cell count drops to below 200/mm3. CD4+ T cells are the main cell 

type that HIV infects. HIV also infects macrophages and microglial cells through receptor 

CD4. Due to the capability to infiltrate into different kinds of tissues, macrophages contribute 

to the dissemination of HIV. Long-lived macrophages, which harbor the virus, constitute a 

viral reservoir that makes the virus hard to eliminate. HIV enters the cells through binding of 

envelope protein to CD4 as well as a chemokine coreceptor (CCR5 or CXCR4) (Coakley, 

Petropoulos et al. 2005). Based on the coreceptor, HIV can be divided into R5 tropic which 

solely uses CCR5, X4 tropic which uses CXCR4, and X4R5 tropic which uses both. HIV-1 

BaL is an R5 tropic virus that efficiently infects macrophages, whereas HIV-1 IIIB is a pure 

X4 tropic strain that poorly replicates in macrophages (Kinter, Catanzaro et al. 1998).  

Pseudotyped HIV, which is generated by lentiviral vector transfection, has been widely 

used in studies of HIV (He, Chen et al. 1997). The pNL4-3env-GFP plasmid provides the 

HIV backbone but contains a defective Env gene with frameshift and expreses GFP in place 

of nef. The other plasmid encodes VSV-glycoprotein (VSV-G) that substitutes for the 

function of Env. Pseudotype HIV is able to infect various cell types. Nonetheless, lacking 

Env, the pseudotyped virus cannot assemble into mature virion after infection.  

There are several known factors that can interfere with HIV infection. IFNs play 

protective roles in acute HIV infection. In natural infection, DCs facilitate HIV infection of 
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co-cultured T-helper cells through trans-enhancement. However, Type I IFN suppresses 

trans-enhancement and protects T cells from infection. Also, many restriction factors of HIV 

are ISGs which are upregulated by IFN. IFN-induced myxovirus resistance 2 (MX2) 

accounts for the key component of IFN-α-mediated resistance to HIV-1 infection (Goujon, 

Moncorge et al. 2013, Kane, Yadav et al. 2013). MX2 blocks HIV infection at a late post-

entry step, impeding accumulation of nuclear and integrated DNA.  

TRIM5 is an HIV restriction factor which works in a species-specific manner. Rhesus 

monkey TRIM5alpha rather than human TRIM5alpha strongly restricts HIV replication by 

targeting HIV capsid for degradation (Stremlau, Owens et al. 2004). TRIM5 also catalyzes 

the synthesis of K63-Ub chains and further activates TAK1 kinase complex and downstream 

cytokine production (Pertel, Hausmann et al. 2011).  

Notwithstanding intense study of anti-HIV factors, innate immune defense mechanisms 

against HIV are largely unknown since HIV was thought to trigger weak or no innate 

immune responses.  Recent work has shown that by removal of host factors exploited by the 

virus, HIV can induce robust immune activation. For example, upon expression of Vpx 

protein, DCs make a large amount of IFNβ during HIV-GFP infection (Manel, Hogstad et al. 

2010). Vpx is found in HIV-2 or SIV, which is absent in HIV-1. Vpx has been shown to 

degrade SAMHD1 through DDB1–CUL4–DCAF E3 ligase complex (Goldstone, Ennis-

Adeniran et al. 2011, Laguette, Sobhian et al. 2011). SAMHD1 is a cytosolic HIV restriction 

factor in myeloid lineage cells and resting CD4+ T cells (Baldauf, Pan et al. 2012, Descours, 

Cribier et al. 2012). SAMHD1 has dNTP hydrolase activity and RNase activity (Goldstone, 

Ennis-Adeniran et al. 2011, Ryoo, Choi et al. 2014). Depletion of dNTP by hydrolase activity 
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and degradation of viral RNA by RNase activity together strongly abrogates HIV reverse 

transcription. The function of SAMHD1 is also regulated by phosphorylation. Cyclin 

A2/CDK1 phosphorylates SAMHD1 at Thr592, which causes SAMHD1 to lose its restriction 

ability (Cribier, Descours et al. 2013). With SIV-VLP (Vpx) treatment or SAMHD1 knock-

down, DCs are productively infected with pseudotyped HIV-GFP. As a result, DCs 

upregulate the costimulatory molecule CD86, indicating the maturation of DCs. Interestingly, 

the response relies on both IRF3 and interaction of cyclophilin A- capsid, since capsid 

binding mutant G89V abolishes HIV-induced immune response. However, the sensor was 

still enigmatic, so it was called the “cryptic sensor” for HIV. 

Besides SAMHD1, TREX1 also takes part in alleviating innate immunity activated by 

HIV (Yan, Regalado-Magdos et al. 2010). Trex1-/- MEF cells have increased reverse 

transcripts and produce IFN after infection with pseudotyped HIV.  Moreover, the response 

is dependent on STING, TBK1, and IRF3, indicating accumulated HIV cDNA is responsible 

for triggering the immune response. 

 

SIV  

There are other species-specific retroviruses. Simian immunodeficiency viruses (SIVs) 

infect non-human primates. Some SIV subtypes, particularly SIVSM, and SIVMAC encode Vpx 

protein, which removes the restriction of SAMHD1 in myeloid cells.  

Non-human primates are widely used as animal models that suitably emulate HIV 

pathogenesis. Unlike HIV-1 and HIV-2 which cause AIDS in humans, SIV infection of 

natural hosts is not pathogenic. For instance, SIVSM does not cause simian AIDS in sooty 
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mangabeys regardless of high viral titer; nevertheless, the virus destroys the immune system 

of rhesus macaques. SIV infection of rhesus macaques of Asian origin is the most established 

model in AIDS-related research, whereas, for the non-pathogenic infection model, African 

natural hosts are extensively used.  

 

MLV 

Murine leukemia viruses (MLVs) that belong to the gammaretroviral genus are known 

to cause cancer in mice. MLVs include both exogenous and endogenous viruses. Friend 

murine leukemia virus (F-MLV) has been used in mouse models to study immune response 

against retroviruses (Browne and Littman 2009, Browne 2011). The virus is composed of a 

replication-defective spleen focus-forming virus (SFFV) and a replication-competent helper 

virus. In Balb/c mice, F-MLV promotes leukemia progression due to ineffective immune 

response. Conversely, C57BL/6 mice develop a CD8+T cell response and antibody 

production in the face of acute infection with F-MLV. Previous work has implied that DCs as 

well as the TLR pathway adaptor MyD88 are essential for immune clearance of F-MLV in 

vivo. 

 

Goal of Current Research 

In spite of tremendous research work on the immune response against HIV, whether 

HIV activates innate immunity remains unclear.  And the PRR that is responsible for HIV 

detection needs to be identified and characterized.  DNase mutations, which lead to abnormal 
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DNA accumulation, are associated with autoimmune diseases.  Whether cGAS, the cytosolic 

DNA sensor, contributes to the pathogenesis of autoimmune diseases has not been explored.   
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CHAPTER TWO: cGAS is the sensor of retroviruses 
 

Results 
 

Immune detection of HIV-GFP in THP-1 cells 

To clarify whether HIV triggers innate immunity, pseudotyped HIV was generated 

by transfecting HIV backbone vector and VSV-G expressing vector into 293T cells. 

Pseudotyped HIV was concentrated by PEG precipitation and titrated by detecting GFP 

after infection of THP-1 cells. HIV with MOI of 2 was used to infect THP-1 cells, a 

human monocyte cell line, which shares common features with human DCs. Upon 

infection, IRF3 dimerization was observed after 12hrs post-infection by native gel 

electrophoresis and western blotting (Fig 4A).  Correspondingly, STAT1 was 

phosphorylated, indicating activation of the IFN pathway. And newly synthesized viral 

protein was detected at 16-hour time point by immunoblotting of GFP. Cells produced 

IFN and the chemokine CXCL10 along with the infection when measured by qRT-PCR 

(Fig 4B). Viral episomal DNA continued to increase after infection (Fig 4C). The IFN 

production was positively correlated with viral titer, and virus with MOI of 1 was enough 

to trigger pronounced IFN induction (Fig 4D).  

Since the pseudotyped virus was made from DNA vector transfection, to rule out the 

possibility of DNA contamination, HIV was treated with DNase prior to the infection. As 

expect, DNase treatment did not affect IFN induction by HIV in THP-1 cells but largely 

blocked the response to DNA transfection (Fig 4E).  
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Figure 4. HIV-GFP virus induces innate immune responses in THP1 cells. (A) THP1 cells were 

infected with VSV-pseudotyped HIV-GFP virus at MOI = 2 for the indicated time, then cell extracts were 

analyzed by native gel electrophoresis or SDS-PAGE followed by immunoblotting with the indicated 

antibodies. (B) Similar to A, except that total RNA was isolated for qRT-PCR. (C) THP1 cells were 

infected with HIV-GFP for the indicated time, then episomal DNA was isolated to measure the viral GAG 

expression by qPCR. (D) THP1 cells were infected with HIV-GFP at the indicated MOI, then IFN RNA 

levels were measured by qRT-PCR. (E) THP1 cells were infected with HIV-GFP virus (left) or transfected 

with DNA (right). HIV and DNA were pretreated with DNase I or mock treated. IFN and IFIT1 RNA 

levels were measured by qRT-PCR . 

 

THP-1 cells can be differentiated into macrophage-like cells by Phorbol myristate 

acetate (PMA). After PMA-differentiation, cells attached to the bottom of culture plates 

and were resistant to HIV infection. In the meantime, HIV-induced IFN production was 
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partially attenuated (Fig 5A-B). When treated with SIV-VLP, HIV infectivity increased 

together with elevated ISGs, suggesting the correlation between infectivity and innate 

immunity (Fig 5C-D). 

 

Figure 5. (A and B)THP-1 cells were treated with or without PMA for 24h, replaced with fresh medium for 

12h and infected with HIV-GFP (MOI=0.5) for 21h. Cells were collected for FACS analysis (A) and IFN 

RNA levels were measured by qRT-PCR (B). (C and D)THP-1 cells were treated with PMA, replaced with 

fresh medium for 12 hrs, pretreated with SIV-VLP for 12hrs and infected with HIV-GFP(MOI=0.5) for 20h. 

Cells were collected for FACS analysis (C) and ISG RNA levels were measured by qRT-PCR (D). 

 

To make sure that the immune response is induced by HIV but not by other 

contaminations, THP-1 cells were treated with HIV-specific inhibitors, including two 

reverse transcriptase inhibitors, azidothymidine (AZT) and Nevirapine (NVP), and one 

integrase inhibitor, Raltegravir (RAL). All of the inhibitors potently suppressed protein 
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synthesis of HIV, however, only the two RT inhibitors, not the integrase inhibitor, 

abolished IRF3 dimerization as well as IFN production after HIV infection (Fig 6A-B).   

 

Figure 6. Innate immune responses against HIV depends on reverse transcription. (A and B) THP1 

cells were treated with the HIV reverse transcriptase inhibitors (AZT at 5M; NVP at 5M) or integrase 

inhibitor (RAL at 10M) for 30 min before infection with HIV-GFP. 24 h after infection, cell extracts were 

analyzed by native gel electrophoresis or SDS-PAGE followed by immunoblotting with indicated antibodies 

(A) and total RNA was isolated for qRT-PCR (B). (C-E) THP1 cells were treated with inhibitors of HIV 

reverse transcriptase (AZT and NVP) or integrase (RAL) at the indicated concentrations, then transfected 

with HT-DNA or infected with HIV-GFP. Total RNA was isolated to measure IFN RNA levels by qRT-

PCR.  



30 

 

Inhibitor titration experiments further showed that RT inhibitors blocked the HIV infection 

as well as IFN production at low concentration, leaving the DNA-induced IFN response 

unperturbed. In contrast, RAL did not overtly affect the HIV-induced IFN response (Fig 

6C-E). These results demonstrated that the immune activation in THP1 was HIV specific 

and RT products were responsible for the induction of immune response. Given that HIV 

cDNA was generated during the RT process, the DNA sensing pathway was taken into 

consideration. 

 

Involvement of cGAS-STING pathway in HIV sensing 

By knocking down DNA sensing components cGAS and STING using shRNA, the 

induction of IFN and CXCL10 was almost completely abrogated when cells were infected 

with HIV-GFP (Fig 7A-B). And knocking down either cGAS or STING abolished IRF3 

dimerization, suggesting the participation of cGAS and STING in HIV sensing (Fig 7C-

D). Furthermore, disruption of cGAS only affected DNA but not cGAMP-induced IFN 

production (Fig 7E). 

Previous work has discovered that in Trex1-/- MEF, Type I IFN can be activated by 

HIV-GFP. To test whether cGAS is involved in HIV recognition in Trex1-/- cells, cGAS 

and STING were knocked down in Trex1-/- cells by shRNA (Fig 8A-B). The potent 

inhibition of IFN and CXCL10 induction by sh-cGAS or sh-STING proved that the 

response to HIV in Trex1-/- cells was dependent on cGAS and STING. In comparison, 

cytokines induced by polyinosine-polycytidine (poly (I:C)), a synthetic activator for RNA 
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Figure 7. HIV-GFP virus induces innate immune response through the cGAS-STING pathway (A-D) 

THP1 cells stably expressing an shRNA against human cGAS, STING or luciferase (control) were infected 

with HIV-GFP for the indicated time followed by measurement of IFN and CXCL10  RNA by qRT-

PCR and immunoblotting with the indicated antibodies (C and D). (E) THP1 cells expressing an shRNA 

against cGAS or luciferase were stimulated with cGAMP or HT-DNA, then IFN RNA levels were measured 

by qRT-PCR. 

 

sensing, were not suppressed by the disruption of cGAS or STING. Thus shRNAs against 

cGAS or STING did not target downstream components shared by DNA and RNA sensing 

pathways (Fig 8C-D).  
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Figure 8. HIV-GFP virus induces innate immune responses in TREX1-deficient MEF cells. Trex1-/- 

MEF cells stably expressing shRNA against mouse cGAS, STING or luciferase were analyzed for the 

knockdown efficiency by qRT-PCR (A and B). These cells were infected with HIV-GFP (MOI=2) for 20 hr 

or transfected with poly(I:C) for 6 hr, then total RNA was isolated to measure the expression of IFN (C) or 

CXCL10 (D) by qRT-PCR. N.D: non-detectable.  

 

To exclude the possibility of off-target effects of RNAi, cGAS knockout cells were 

generated by a technology called Transcription activator-like effector nuclease (TALEN) 

in a mouse fibroblast cell line, L929 cells. cGas-/- L929 cells were not responsive to DNA 

transfection but responded normally to RNA virus infection (data not shown). When 

control L929 cells were infected with HIV-GFP, there was no IRF3 dimer detected. 

Interestingly, further knocking down TREX1 rendered cells responsive to HIV infection 

with detectable IRF3 dimer and cytokine production. Albeit, IRF3 dimer was abolished in 

cGas-/- cells with HIV infection, providing the genetic evidence that GAS  
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Figure 9. cGAS is essential for innate immune responses triggered by DNA transfection and HIV 

infection.  (A-B) L929 cGAS KO clone#18 and parental L929 cells were stably transfected with shRNA 

vectors targeting TREX1 or luciferase (as a control). These cells were infected with HIV-GFP for 20 h or 

SeV for 12 h, then the RNA levels of IFN (A) and CXCL10 (B) were measured by qRT-PCR.  (C) 
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Similar to (A and B) except that cell lysates were analyzed by native gel electrophoresis followed by 

immunoblotting with an IRF3 antibody. N.D: non-detectable. (D) TREX1 knock-down efficiency was 

measured by qRT-PCR. (E) BJ cGAS KO clone#3-18 and wild type control #4-3 were infected with HIV-

GFP for 20 h, RNA levels of IFNwere measured by qRT-PCR. 

 

was the sensor for HIV (Fig 9C). Meanwhile, when measured by qRT-PCR, HIV-GFP 

triggered production of IFN and CXCL10 in TREX1 knockdown cells. If cGAS was further 

knocked out, the induction of cytokines totally disappeared. In comparison, immune 

responses to SeV, an RNA virus, were comparable between cGAS competent and cGAS 

deficient cells, suggesting the specific role of cGAS in sensing HIV (Fig 9A-D).  

In another human fibroblast cell line, BJ cells, cGAS was targeted for frameshift 

mutations by TALEN. Induction of IFN by HIV-GFP was apparent in WT BJ cells. And 

consistent with results from L929 cells, ablation of cGAS in BJ cells only diminished IFN 

production in HIV-GFP or DNA treated cells but not SeV infected cells (Fig 9E). 

 

RT products from HIV activate cGAS to produce cGAMP  

Upon binding to DNA, cGAS synthesizes cGAMP which functions as a second 

messenger. To substantiate the activation of cGAS, HIV-infected cells were subjected to 

measurement of cGAMP. Dr. Josh Sun developed an in vitro assay to detect cGAMP 

indirectly (Sun, Wu et al. 2013, Wu, Sun et al. 2013). Cells were lysed and boiled to 

denature the proteins. In the presence of benzonase, the supernatant of the extract was 

delivered into recipient THP-1 cells which were permeabilized by bacterial toxin 

Perfringolysin O (PFO). This allowed cGAMP to enter the cell and activate IRF3. If the 

extract contained cGAMP, IRF3 would show the dimer form in Western blotting. By 

utilizing this in vitro assay, 293T cells and THP-1 cells were tested for cGAMP production. 
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THP-1 cells but not 293T cells produced cGAMP upon HIV infection, in agreement with 

IRF3 dimerization and STAT1 phosphorylation (Figure 10A-B). 293T cells don not  

 

Figure 10. HIV-GFP retroviral DNA induces cGAMP activity in THP1 cells. (A) HEK293T or THP1 

cells were infected with HIV-GFP or Sendai virus, then cell lysates were prepared for immunoblotting with 

the indicated antibodies. (B) HEK293T or THP1 cells were infected with HIV-GFP for 24 h, then cell 
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extracts were treated at 95oC for 5 min to prepare cGAMP-containing supernatant, the activity of which 

was measured by its delivery into PFO-permeabilized THP1 cells followed by IRF3 dimerization assay. 

HT-DNA was transfected into THP1 cells to generate cGAMP as a positive control. (C) THP1 cells were 

treated with inhibitors of HIV reverse transcriptase (AZT, DDI and NVP) or integrase (RAL) before 

infection with HIV-GFP for 24h. Cell extracts were prepared for native gel electrophoresis to detect 

endogenous IRF3 dimer (top panel). Aliquots of the cell extracts were measured for cGAMP activity in the 

supernatant by delivering the supernatant into PFO-permeabilized THP1 cells followed by IRF3 

dimerization assay (bottom panel). (D) The heat-resistant supernatants from THP-1 cells without (mock) or 

with HIV-GFP infection were fractionated by HPLC using a C18 column, and the abundance of cGAMP 

was quantitated by mass spectrometry using SRM. (E) Comparison of the MS/MS spectra of cGAMP 

isolated from HIV-infected THP-1 cells and that synthesized in vitro by recombinant human cGAS protein. 

Higher-energy collision dissociation (HCD) was used to fragment the precursor ion ([M+H]+=675.107) and 

normalized collision energy was set at 25. (F) L929 cGAS KO clone #18 and the parental cells, both stably 

expressing an shRNA against TREX1, were infected with HIV-GFP for 22 h. Endogenous IRF3 activation 

and cGAMP production in the cells were measured as described in (A). 

 

express cGAS or STING, thus HIV could not elicit the immune response in these cells. As 

a control, SeV infection triggered IRF3 dimer in both cell lines. 

To further address whether RT products contribute to cGAS activity, THP-1 cells 

were treated with HIV inhibitors before administration of the virus. Corresponding to the 

endogenous IRF3 dimer result, RT inhibitors but not the integrase inhibitor blocked 

cGAMP activity after HIV infection (Figure 10C). In order to confirm the production of 

cGAMP, cell lysates were fractionated by C18 column followed by mass spectrometry for 

detection of cGAMP. cGAMP peak only existed in HIV-infected but not in the mock-

infected THP-1 cells. The spectrum of cGAMP from HIV-infected sample was the same 

as the cGAS in-vitro product-2’3’cGAMP (Figure 10D-E). In response to HIV, L929-

shTREX1 cells also produced cGAMP, whereas cells with cGAS dysfunction did not 

produce cGAMP, validating that cGAS was necessary for cGAMP production during HIV 

infection (Figure 10F). 

To demonstrate that RT products directly activate cGAS, the cytosolic fraction of 

HIV-infected 293 cells was inoculated with recombinant cGAS protein, and the reaction 
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was further applied to cGAMP activity assay. Cytosol of HIV-infected 293T cells activated 

cGAS to produce cGAMP. The induction of cGAMP could be inhibited by the pretreatment 

of HIV RT inhibitors which prevented accumulation of RT products (Figure 11A-C). 

 

Figure 11. HIV retroviral DNA induces cGAMP activity in vitro (A) HEK293T cells were pretreated 

with the RT inhibitor AZT (5 μM, 30 min) or mock treated before infection with HIV-GFP (MOI = 4) for 20 

h. Cytosolic extracts were incubated with purified human cGAS protein to produce cGAMP, whose activity 

to stimulate IRF3 was measured after its delivery into THP1 cells. (B) DNA in the cytosolic extracts shown 

in (A) were extracted and amplified by PCR using specific primers of the indicated genes and then analyzed 

by agarose gel electrophoresis. In lane 5, total DNA in HEK293T cells was used as the template for PCR. 

MTND1: mitochondrial NADH dehydrogenase subunit 1. GAPDH: glyceraldehyde 3-phosphate 

dehydrogenase. In lane 2-4, only trace amounts of the mitochondrial DNA (MTND1) and nuclear DNA 

(GAPDH) are detected in the cytosolic extracts. (C) Proteins in the cytosolic extracts shown in (A) were 

immunoblotted with the indicated antibodies. 

 

 

RT products from HIV activate cGAS to produce cGAMP in primary human cells 

DCs can be efficiently infected with HIV-GFP and secrete a large amount of IFN 

when pretreated with SIV-VLP (Vpx). We wanted to find out whether the immune 

response in DCs also relies on cGAS. In collaboration with Dr. Nan Yan’s group, cGAMP   
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Figure 12. HIV-induced cGAMP production in human primary cells. (A and B) Monocyte-derived 

macrophages (MDMs) or dendritic cells (MDDCs) from a human donor were either untreated or treated 

with Vpx –VLP for 24 h before infection with HIV. MDMs were infected with HIV-BaL for 3 days, 

whereas MDDCs were infected with HIV-GFP for 1 day. The cGAMP activity (A) in these cells were 

measured as described in figure10. cGAMP abundance in MDDCs was measured by mass spectrometry 

(B). (C) MDDCs were pretreated with Vpx-VLP for 1 day before infection with HIV-GFP for 2 days. (D) 

similar to (C), except MDDCs were treated with NVP. (E) MDMs from human donor #4 were pretreated 

with Vpx-VLP or not for 1 day before infection with HIV-BaL for 3 days. The cGAMP activity in these 

cells was measured. 

 

activity was measured in DCs after SIV-VLP and HIV-GFP infection (Figure 12A). As 

expected, cGAMP was produced in DCs after HIV infection, which was further confirmed 

by mass spectrometry (Figure 12B). These results were reproduced from different donors 

(Figure 12C). Furthermore, RT inhibitor NVP strongly suppressed cGAMP production in 

DCs (Figure 12D). 

MDM 
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Previously only pseudotyped virus was proven to be immune stimulatory. In order 

to test whether wild-type HIV can also activate innate immunity, the wild-type strain,  

HIV-1 BaL, was utilized to infect human primary macrophages. It usually takes a long time 

to establish HIV infection during natural processes in macrophages. And there is usually 

no IFN response to HIV. When SAMHD1 was depleted by SIV-VLP, macrophages could 

be efficiently infected and rendered capable of synthesizing cGAMP in response to HIV. 

This result was also repeated in another donor (Figure 12A; E). 
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Figure 13. cGAS and STING mediate IFN induction by MLV. (A-C) Trex1-/- MEF cells were 

transfected with indicated siRNA to knock down endogenous cGAS or STING as verified by qRT-PCR (A 

and B). These cells were infected with MLV-GFP (MOI = 2) for 20 h, then IFN RNA levels were 

measured by qRT-PCR (C). (D and E) Trex1-/- MEF cells stably expressing shRNA against mouse cGAS, 

STING or luciferase were infected with SIV-GFP (MOI = 1) for 20 h. RNA levels of IFN (D) and 

CXCL10 (E) were measured by qRT-PCR. ND: not detectable.  

 

 

 

 

Figure 14. MLV and SIV activate innate immune responses through cGAS   (A and B) L929 cGAS 

KO clone#18 and the parental L929 cells stably expressing shRNA against TREX1 or luciferase (control) 

were infected with MLV-GFP (MOI=2) for 20 h, followed by measurement of IFN (A) and CXCL10 (B) 

RNA by qRT-PCR. (C and D) Similar to (A and B), except that cells were infected with SIV-GFP 

(MOI=1.5) for 20 h.  
 

cGAS senses other retroviruses 
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To corroborate that detection of RT products by cGAS is a general mechanism of 

innate immune sensing of retroviruses, pseudotyped SIV and MLV were used to infect 

Trex1-/- MEF. Similar to HIV infection, SIV-GFP and MLV-GFP activated IFN 

production, which was impeded by knocking down cGAS or STING by siRNA or shRNA 

(Figure 13A-E). Pseudotyped SIV and MLV were also administered to L929 cells. On 

condition that TREX1 was knocked down by shRNA, cells produced IFN and CXCL10 

during infection. Consistently, the cytokine induction was abolished in cGas-/- cells. This 

demonstrated that the retroviral DNA activated innate immunity signaling through DNA 

sensor cGAS (Figure 14A-D). 

 

 

Conclusions and discussion 
 

In the current study, the pseudotyped virus was utilized to study the mechanism of 

innate immune responses to HIV. HIV-GFP induces IRF3 dimerization and IFN production 

in various cell lines. RT products, which are usually restricted by host factors including 

SAMHD1 and TREX1, are essential for activation of the DNA sensor cGAS. cGAS 

subsequently synthesizes cGAMP, which transduces the signal through STING and 

activates innate immunity. This is also a general mechanism of innate immune detection of 

wild-type HIV as well as other retroviruses (Fig 15).  

 

HIV and innate immune evasion 
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The induction of IFN by HIV-GFP is much lower when compared to DNA 

transfection or SeV infection (Fig 4E;9A). One reason may be because the HIV RNA  

 

 

 

Figure 15. HIV sensing by cGAS. After HIV infection, the reverse transcripts are recognized by cGAS. 

cGAS produces cGAMP, which triggers downstream innate immunity. In natural infection, there is not 

much HIV DNA accumulation due to the functions of SAMHD1 and TREX1.  

 

genome is reversed transcribed into DNA, which is not amplified, and probably cannot 

efficiently generate DNA as abundantly as DNA transfection. Also, RT products are 
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partially protected by capsid protein and are not exposed to cytosol directly. Furthermore, 

the detection of HIV is often inhibited by exploitation of host factors, such as SAMHD1 

and TREX1. It is also possible there are other host factors assisting HIV to evade immune 

recognition. 

Among those host restrictive factors, SAMHD1 mainly functions in myeloid 

lineage cells-DCs and macrophages. Although THP-1 cells express SAMHD1, HIV-GFP 

can productively infect THP-1 cells. According to previously published work, 

phosphorylation of SAMHD1 at threonine 592 strongly suppresses SAMHD1 function, 

and in THP-1 cells SAMHD1 is highly phosphorylated at Thr 592. PMA treatment 

reduces phosphorylation of SAMHD1 at Thr 592. Therefore, HIV was restrained in PMA 

differentiated THP-1 cells (Fig 5).  We also observed that IFN production decreased 

correspondingly in PMA-treated THP-1 cells. The infection efficiency correlates with 

IFN response to HIV in THP-1 cells. 

Another host factor, TREX1, helps to clear HIV cDNA in the cytoplasm. In MEF 

cells or L929 cells, HIV does not elicit strong immunity because of the powerful DNA 

clearance ability of TREX1 in these cells. When TREX1 is eliminated, viral cDNA 

accumulates and stimulates innate immunity. Compared to MEF or L929 cells,  THP-1 or 

BJ cells have profound innate immune responses to HIV, indicating TREX1 is not so 

“effective” in suppressing the immune responses in these cells. It is likely that further 

knocking down TREX1 in these cells will facilitate IFN production induced by HIV. 

The HIV capsid - cyclophilin A interaction can affect HIV-induced IFN production. 

Wild-type HIV is known to be immunologically silent when macrophages are infected. 
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Nonetheless, HIV capsid mutant N74D, which has reduced affinity to cofactor cleavage 

and polyadenylation specificity factor subunit 6 (CPSF6), or capsid mutant P90A, which 

lacks cyclophilin A binding ability, cannot replicate in macrophages due to induction of 

IFN (Rasaiyaah, Tan et al. 2013). Another paper published in Immunity also reveals that 

the capsid mutant which enhances cyclophilin A binding allows for innate sensing 

(Lahaye, Satoh et al. 2013). The mechanism is not clear, but HIV capsid - host factor 

binding possibly influences HIV cDNA leakage into the cytosol. Evolutionarily, binding 

affinities between HIV capsid and host factors are maintained in a delicate balance, 

through which HIV replicates in host cells and avoids innate immunity. 

 

Additional factors for cGAS-mediated HIV sensing 

According to a recent publication, PQBP1 participates in cGAS-mediated HIV 

sensing, but not in DNA sensing in general (Wang, Moore et al. 2013). It has further been 

shown that PQBP1 binds to both HIV viral cDNA and cGAS. Why PQBP1 is necessary 

for innate immune activation is not clear, but it is possible that PQBP1 somehow 

promotes exposure of viral DNA to the cytosol or that cGAS requires PQBP1 to bind to 

the special structure of HIV cDNA.  

It has been recently shown that HIV ssDNA has a Y-form structure, which has 

short base-paired DNA stretches with unpaired DNA nucleotides flanking, and it is 

highly stimulatory (Herzner, Hagmann et al. 2015). Since dsDNA is also generated 

during reverse transcription, the structure of the main form of DNA sensed by cGAS still 

needs to be explored. 
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cGAMP and HIV vaccine adjuvant 

Since we identified cGAMP as the second messenger for retroviral sensing, and 

cGAMP has a potent adjuvant effect to induce a CD8+ T cell response as well as an 

antibody response, cGAMP can be potentially used as an HIV vaccine adjuvant (Li, Wu 

et al. 2013). The dead or attenuated virus has been successfully used in vaccine design. 

Inactivated HIV has been tested to load onto DCs as a vaccine for immunization (Garcia, 

Climent et al. 2013). However, since dead HIV does not stimulate strong innate 

immunity, the vaccine only shows limited effect. To improve vaccine efficacy, cGAMP 

can be combined with inactivated HIV to prime DCs. Inactivated HIV provides the 

antigen that can be presented by MHC, and cGAMP stimulation mimics the protective 

innate immunity triggered by actively replicating HIV. 

Moreover, HIV particles can incorporate cGAMP during virion maturation and 

deliver it into newly infected cells (Bridgeman, Maelfait et al. 2015, Gentili, Kowal et al. 

2015). Modified Vaccinia Ankara (MVA) virus and MCMV also packages cGAMP 

inside of virions and transmits cGAMP into neighboring cells. These findings give us 

hints about the delivery of cGAMP in vivo. 

 

Retroviruses and innate immune sensing  

HIV-2 is a less virulent strain compared with HIV-1, but the reason for this 

difference is not clear. One major difference between HIV-1 and HIV-2 is that HIV-2 

expresses Vpx protein that allows HIV-2 to replicate in myeloid lineage cells. 

https://www.google.com/search?q=neighbouring&spell=1&sa=X&ved=0CBsQvwUoAGoVChMIru35rsfgyAIV0y6ICh1-EwFp
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Pseudotyped HIV-2 is known to induce innate immunity in DCs (Lahaye, Satoh et al. 

2013). Wild-type HIV-2 possibly can productively infect macrophages, and should also 

activate IFN since viral cDNA is the stimulator. In comparing HIV-1 and HIV-2, there 

seem to be correlations between innate immune activation and effective adaptive immune 

protection during HIV progression. However, whether cGAS mediated innate immunity 

plays a role in the adaptive immune response against HIV remains to be discovered. 

Human T cell leukemia virus type 1 (HTLV-1), another human retrovirus that 

causes T cell lymphoma, is restricted in a SAMHD1-dependent manner in myeloid 

lineage cells. Viral reverse transcription intermediates (RTI), but not productive reverse 

transcripts, trigger STING-IRF3 dependent apoptosis (Sze, Belgnaoui et al. 2013). This 

process could signal through cGAS, which has not been investigated yet. 

MLV, which lacks expression of the viral glycosylated-Gag protein (MLVgGag), has 

a destabilized capsid and induces higher levels of IFNβ RNA in macrophages (Stavrou, 

Blouch et al. 2015). Both APOBEC3 and STING restrict viral replication in mice. This 

provides evidence that the DNA sensing pathway controls retroviral infection in vivo. 

 

Adaptive immune cells and retroviral sensing 

T cells 

Although HIV primarily infects CD4+ T cells, it is unclear whether the cGAS-

STING pathway in T cells is activated during HIV infection. It is known that activated 

CD4+ T cells are productively infected by HIV, whereas resting CD4+ T cells are highly 

resistant to HIV infection, which is also known as abortive infection. Dr. Warner 
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Greene’s group has shown that abortive infection in tonsillar T cells not only triggers 

inflammatory cell death but also activates IFN production in T cells (Doitsh, Cavrois et 

al. 2010). However, whether CD4 T cells have a functional cGAS-STING pathway and 

whether cGAS is involved in IFN production in this context remain to be investigated.  

 

Retroviral sensing in B cells 

cGAS was reported to directly contribute to activation of B cells and IgM 

production (Zeng, Hu et al. 2014). T cell-independent type 2 (TI-2) antigens, such as 4-

hydroxy-3-nitrophenylacetyl-Ficoll (NP-Ficoll) induce B cells to secrete IgM in a cGAS- 

and MAVS- dependent manner. It has been further shown that NP-Ficoll induces 

upregulation of endogenous retrovirus (ERV) RNAs in antigen-specific mouse B cells. 

ERV RNA and reverse transcribed DNA stimulate the MAVS pathway and cGAS 

pathway, respectively, promoting antigen-specific IgM production. 

 

Other innate immune sensors and HIV sensing 

Besides cGAS, other putative sensors such as IFI16, DDX41, DAI, and DNA-PK 

were proposed to be the detector for cytosolic DNA. However, my work provides the first 

piece of genetic evidence that cGAS is responsible for retroviral detection.  

IFI16 has been reported to be the sensor for HIV in quiescent “bystander” CD4 T 

cells to induce pyroptosis accompanied by the release of IL-1β (Monroe, Yang et al. 

2014). Additionally, by knocking down IFI16, IFN induction by HIV is abolished in 

CD4+ T cells. Another paper also points out that IFI16 is pivotal for HIV-induced IFN 
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production (Jakobsen, Bak et al. 2013). Although IFI16 binds strongly to transfected 

DNA and knocking down of IFI16 blocks DNA-induced IFN production, there is still no 

genetic evidence as to whether IFI16 is the direct sensor for DNA or HIV. Also, it is 

controversial whether IFI16 activates the inflammasome pathway. Nonetheless, IFI16 

seems involved in HIV pathogenesis and it has been reported that SNP rs1417806 in 

IFI16 is associated with CD4+ T-cell counts during HIV progression (Nissen, Hojen et 

al. 2014). The true role of IFI16 in DNA sensing or HIV sensing need be fully clarified in 

future work. 

The HIV RNA genome could potentially be recognized by RNA sensors. HIV 

RNA has been reported to be sensed by TLR7 in pDCs to produce IFN after endocytosis. 

Whereas HIV-1 gp120 specifically inhibits TLR9-mediated activation, TLR9 in pDCs 

stays inactive upon HIV infection. Nonetheless, pDCs are not the primary target for HIV, 

and HIV can only be sensed after endocytosis, which greatly reduces the detection 

efficiency of pDCs. In fibroblasts or THP-1 cells, RT inhibitors thoroughly block IFN 

production, indicating no participation of the RNA sensing pathway in IFN production 

(Fig 6). This is probably because the HIV genome is protected by capsids, which separate 

HIV RNA from the cytosolic RNA sensors.  

 

Future plan 

In the future, the main focus will be on the identification of new regulators in the 

HIV sensing pathway. Since PQBP1 is an essential modulator, we can perform a PQBP1 

knock-out by clustered regularly interspaced short palindromic repeats (CRISPR) in 
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THP-1 cells. If the PQBP1-/- cells are not responsive to HIV, we can further rescue the 

response with recombinant protein. We can then study potential interaction partners by 

immunoprecipitation (IP). In addition, lenti-CRISPR screening can be used to identify 

new components in the HIV sensing pathway as well.  

 

Materials and methods 

Cells, Antibodies, Nucleotides, Chemical inhibitors and General methods 

L929 and Human Embryonic Kidney (HEK293T) were cultured in DMEM (Sigma) 

supplemented with 10% calf serum and antibiotics. TREX1 knock out (TREX1-/-) 

primary mouse embryonic fibroblasts (MEF) were provided by Dr. Nan Yan (UT 

Southwestern) and cultured in DMEM supplemented with 20% fetal bovine serum and 

antibiotics. THP-1 cells were cultured in RPMI containing 10% fetal bovine serum, 

antibiotics, nonessential amino acids, and 50 μM of β-mercaptoethanol.  

The rabbit polyclonal antibodies against STING were generated and affinity 

purified as described previously (Tanaka and Chen 2012). Antibodies against human and 

murine IRF3 were obtained from Santa Cruz Biotechnology and Invitrogen, respectively. 

GFP antibody was obtained from Covance. Antibodies against tubulin and h-cGAS were 

obtained from Sigma. P-STAT1 (Tyr701) antibody was from cell signaling. 

Cyclic GMP-AMP (cGAMP) was synthesized by Cyclic GMP-AMP Synthase 

(cGAS) in vitro and purified as previously described (Sun, Wu et al. 2013). Polybrene, 

poly(I:C) and herring testis (HT)-DNA were from Sigma. Poly(I:C) and HT-DNA were 
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transfected with LipofectamineTM 2000 (Invitrogen). HIV reverse transcriptase 

inhibitors azidothymidine (AZT) nevirapine (NVP), didanosine (ddI) and integrase 

inhibitor raltegravir(RAL) were from Selleckchem. 

The lentiviral shRNA vector for knocking down target genes and the generation of 

stable cell lines were described previously(Tanaka and Chen 2012). The same vector and 

method were employed to establish L929/shLuciferase, L929/shTREX1, 

L929/shDNaseII(-a), L929/shDNaseII-b, TREX1-/-MEF/shLuciferase, TREX1-/-

MEF/sh-cGAS, TREX1-/-MEF/shSTING, THP-1/shSTING(-a), THP-1/shSTING-b, 

THP-1/shcGAS using the following target sequences (only sense strand sequence is 

shown): 

Luciferase: AACTTACGCTGAGTACTTCGA; TREX1: 

GATCACAGGTCTGAGCAAA; m-cGAS: GGATTGAGCTACAAGAATA; mSTING: 

CGAAATAACTGCCGCCTCA; hSTING-a: GCACCTGTGTCCTGGAGTA; hSTING-

b: CCTCATCAGTGGAATGGAA; h-cGAS: GGAAGGAAATGGTTTCCAA 

shSTING corresponds to shSTING-a; siRNA oligos were purchased from Sigma and the 

sense strand sequences targeting the following mouse genes were: 

Control: GCCUAGAUCCUGUGCUUUAdTdT;  

m-cGAS:GGAUUGAGCUACAAGAAUAdTdT;  

mSTING: CGAAAUAACUGCCGCCUCAdTdT 

siRNA oligos were transfected with LipofectamineTM 2000 (Invitrogen). 

The procedures for native gel electrophoresis for detection of IRF3 dimerization, 

SDS–polyacrylamide gel electrophoresis (SDS-PAGE), and Western blotting have been 
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described previously (Seth, Sun et al. 2005). Reverse transcription and real-time PCR 

reactions were carried out.  Briefly, iScript cDNA synthesis kit and iQ SYBR Green 

Supermix (Bio-Rad) were used according to manufacturer’s instructions. Quantitative 

real time PCR was performed on an Applied Biosystem Vii7 with the following primers: 

Gene forward reverse

GAPDH ATGACATCAAGAAGGTGGTG CATACCAGGAAATGAGCTTG

CXCL10 TGGCATTCAAGGAGTACCTC TTGTAGCAATGATCTCAACACG 

IFN-β AGGACAGGATGAACTTTGAC TGATAGACATTAGCCAGGAG

STING ACTGTGGGGTGCCTGATAAC TGGCAAACAAAGTCTGCAAG

cGAS GGGAGCCCTGCTGTAACACTTCTTAT CCTTTGCATGCTTGGGTACAAGGT

MTND1 ATGGCCAACCTCCTACTCCT GCGGTGATGTAGAGGGTGAT

RPL19 AAATCGCCAATGCCAACTC TCTTCCCTATGCCCATATGC

mDNAaseII TGCTCTGGAGCCTATCAGGT GGGTTTCCAGTCTTTCACCA

mIFN-β TCCGAGCAGAGATCTTCAGGAA TGCAACCACCACTCATTCTGAG

mSTING AAATAACTGCCGCCTCATTG TGGGAGAGGCTGATCCATAC

mCXCL10 GCCGTCATTTTCTGCCTCA CGTCCTTGCGAGAGGGATC

mTREX1 CACATGCTGCCACAGCTACT GGCCAGGAAGAGTCCATACA

mcGAS ACCGGACAAGCTAAAGAAGGTGCT GCAGCAGGCGTTCCACAACTTTAT

HIV-GAG GGCAAGAGTTTTGGCTGAAG CACATTTCCAACAGCCCTTT

HIV-LTR GGAACCCACTGCTTAAGCCTCAA TGTTCGGGCGCCACTGCTAGAGA

 

Table 1. list of qRT-PCR primers 

 

Viruses and infection 

The HIV-GFP plasmid (pNL4-3/Env−) was provided by D. Gabuzda. 24 hours 

after transfection of HIV-GFP and VSVG, HEK 293T cell media was replaced with fresh 

media. Viral supernatants were harvested and filtered through a 0.45uM in three batches 

every 12 hours at 24–48 hours after replacement of media. Viral supernatants were 

concentrated by PEG8000 precipitation. Viral supernatants with a final concentration of 

5% PEG8000, 0.15M NaCl were incubated at 4°C overnight and centrifuged at 2000g for 
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20min. Pellets were resuspended in fresh medium as virus stock. HIV-GFP was titered on 

L929 cells (for mouse cell experiments) and on HEK 293T cells (for human cell 

experiments) by flow cytometry analysis of GFP+ cells 24 hrs after infection. For 

infection, 10 µg/mL polybrene was added. 

For experiments measuring HIV episomal DNA, viral stocks were pretreated with 

Turbo DNase by following the protocol (TURBO DNA-free™ Kit, Life Technologies). 

Episomal DNA was purified by PureLink Quick Plasmid Miniprep Kit (Invitrogen) and 

quantified by qRT-PCR. Mitochondrial NADH dehydrogenase subunit 1 (MTND1) gene 

was used as internal control. Sendai virus (Cantell strain, Charles River Laboratories) was 

used at a final concentration of 50 hemagglutinating units/ml. 

 

In vitro Assay for cGAMP activity 

As previously described (Wu, Sun et al. 2013), cells were infected with HIV-GFP 

or transfected with DNA and then homogenized by douncing in hypotonic buffer [10mM 

Tris-HCl, pH7.4, 10mM KCl, 1.5mM MgCl2]. The homogenate was centrifuged at 

100,000 rpm for 5 min, and then the supernatant was heated at 95°C for 5 min and 

centrifuged again at 12,000 rpm for 5 min to remove denatured proteins. The heat-

resistant supernatant was mixed with 106 THP-1 or Raw264.7 cells in an 8μl reaction 

containing 2 mM ATP, 1 U/μl Benzonase and 1.5 ng/μl PFO. The mixture was incubated 

at 30°C for 1.5 hr. Cells in the reaction were lysed by adding 0.2% NP40 and subjected to 

native gel electrophoresis. IRF3 dimerization was detected by immunoblotting with an 

IRF3 antibody. 
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Stimulation of cGAS activity by HIV DNA 

In the presence of DNA, cGAS converts ATP and GTP into cGAMP and 

pyrophosphate. The latter can be further hydrolysed to phosphate by a pyrophosphatase. 

Activity of cGAS stimulated by DNA was assessed by measurement of phosphate release 

in the presence of Yeast Inorganic Pyrophosphate (YIPP). Specifically, serial dilutions of 

double-stranded or single-stranded DNAs from HIV GAG gene sequence were added to a 

10μl reaction mixture containing 20mM Tris-Cl, pH7.5, 5mM NaCl, 2mM CoCl2, 

0.2mg/ml BSA, 0.1Unit/μl of YIPP, 1mM ATP, 1mM GTP, and 0.1μM of SUMO-tagged 

hu-cGAS(aa147-522). The mixture was incubated at 37°C for 20 min, and stopped by 

heating at 95°C for 3 min. Pi release was measured using malachite green method as 

described (Lanzetta, Alvarez et al. 1979). Briefly, 90μl of water, 43μl of reagent A 

(28mM ammonium molybdate in 2M H2SO4), and 32μl of reagent B (0.76mM malachite 

green, 0.35% polyvinyl alchohol) were added sequentially to the 10μl reaction above. 

After incubation for 10 min at room temperature, absorbance at 630nm was read on a 

plate reader. Concentrations of phosphate were calculated from a standard curve using 

serial dilutions of KH2PO4.  
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CHAPTER THREE: cGAS initiates autoimmunity caused by 

self-DNA 
 

Results 
 

In addition to retrovirial DNA, cGAS senses DNA derived from other pathogens. 

Self-DNA in the cytosol can also activate cGAS, since cGAS has no observed sequence 

preference for its DNA ligands. In a mouse autoimmune disease model caused by self-

DNA accumulation, Trex1-/-
 mice die within a few months after birth. While several lines 

of evidence have implicated involvement of the DNA sensing pathway in the pathogenesis 

of Trex1-/- mice, the role of cGAS remains to be investigated in detail. 

 

cGAS is accountable for the inflammatory diseases and death of Trex1-/- mice 

 

Figure 16. cGAS deletion rescues the lethality of Trex1−/− mice. Survival curves of Trex1−/−, 

Trex1−/−cGas+/−, and Trex1−/−cGas−/− mice are shown for comparison. All mice were on a C57BL/6 

background. Statistical analysis was performed with a Mantel–Cox test. 
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To determine whether activation of cGAS is responsible for the reduced survival of 

Trex1-/-
 mice, as well as the severe inflammation in multiple organs, especially myocarditis 

in the heart, Trex1-/-
 mice were crossed with cGas-/- mice, generating Trex1-/-

 cGas-/- mice 

and Trex1-/-cGas+/- mice. Although 61% (65/167) of Trex1-/-
 mice died within 200 days 

after birth, all Trex1-/-cGas-/- mice were (89/89) viable within this period. Even removal of 

just one allele of cGas in Trex1-/-
 mice allowed 93% (91/98) of the mice to survive (Figure 

16).  

 

Figure 17. cGAS mediates myocarditis in Trex1−/− mice. (A and C) Representative H&E-stained (A) and 

Picro-Sirius Red (PSR; to measure fibrosis)-stained (C) heart and sections from 12-wk-old Trex1−/−, 

Trex1−/−cGas+/−, and Trex1−/−cGas−/− mice. Blue-stained cells indicate infiltrating leukocytes in the heart. 

(B) Blinded histological analysis of the hearts of 12-wk-old Trex1−/−, Trex1−/−cGas+/−, and Trex1−/−cGas−/− 
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mice as well as Trex1+/− mice. Histological scores were calculated as described in Materials and Methods. 

Statistical analysis was performed with a two-tailed, unpaired Student's t test. ***P < 0.001. 

 

H&E staining of the heart showed massive infiltration of lymphocytes in Trex1-/-
  

 

Figure 18. cGAS is responsible for the pathology and splenomegaly of Trex1−/− mice. Representative 

H&E-stained skeletal muscle (A) sections from 12-wk-old Trex1−/−, Trex1−/−cGas+/−, and Trex1−/−cGas−/− 

http://www.pnas.org/content/112/42/E5699.full#sec-8
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mice. Blue-stained cells indicate leukocytes that infiltrate the heart. (B) Blinded analysis of the indicated 

tissues of 12-wk-old Trex1−/−, Trex1−/−cGas+/−, and Trex1−/−cGas−/− mice as well as Trex1+/− mice. (C) 

Representative H&E-stained skin sections. (D) Blinded analysis of the skin tissues represented in (C). (E) 

Representative H&E-stained (Upper; ×10) and Periodic Acid Schiff (PAS; to detect glycogen) stained 

(Lower; ×10) kidney sections. (F) Blinded analysis of the kidney tissues represented in (E). 

 

mice and Picrosirius red staining indicated severe fibrosis in heart tissues. In contrast, 

Trex1-/-cGas-/- mice were free of inflammation, and even Trex1-/-cGas+/- mice rarely 

showed any signs of inflammation. Histological scores of hearts also reflected this 

observation, in that histological scores of Trex1-/-cGas-/- mice were dramatically lower than 

those of Trex1-/- counterparts, but largely comparable to Trex1+/- mice.   
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Figure 19. cGAS is essential for the expression of ISGs and inflammatory cytokines in Trex1−/− mice. 

(A–E) qRT-PCR analysis of indicated ISGs (A–C), TNF-α (D), and IL12p40 (E) in hearts from 12-wk-old 

mice of indicated genotypes. Fold changes are relative to Trex1−/−cGas−/−mice. Error bars represent SD. *P 

< 0.05; **P < 0.01; ***P < 0.001. 

 

Consistent with heart, inflammation in skeletal muscle, skin and kidney were largely 

eliminated in both Trex1-/-cGas+/- mice and Trex1-/-cGas-/- mice. Due to the  
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Figure 20. cGAS is essential for ISG expression in Trex1−/− mice. (A) qRT-PCR analysis of indicated 

ISGs, TNF-α, and IL12p40 in hearts from 12-wk-old mice of indicated genotypes. Fold changes are relative 

to Trex+/− mice. (B) qRT-PCR analysis of indicated ISGs, TNF-α, and IL12p40 in kidneys from 12-wk-old 

mice. Fold changes are relative to Trex1−/−cGas−/−mice. (C) qRT-PCR analysis of indicated ISGs in PBMCs 

from 5-wk-old mice. Fold changes are relative to Trex1−/−cGas−/−mice. (D) Measurement of IL-12 (total) in 

the plasma of 12-wk-old mice. Error bars represent SD. *P < 0.05; **P < 0.01; ***P < 0.001.  

 

C57BL/6 background of the mice, Trex1+/- control as well as Trex1-/-cGas-/- mice 

spontaneously developed the basal levels of inflammation in skin and kidney (Fig 18 A-

F). Overall, genetic ablation of cGAS protected mice from autoinflammation in multiple 

organs caused by Trex1 deficiency. 

 

cGAS ablation abrogates the expression of interferon-stimulated genes and 

inflammatory cytokines in Trex1-/- mice 

To further characterize the rescue effect, ISG expression in affected organs was 

analyzed by qRT-PCR in 12-week old Trex1-/-
 and Trex1+/- mice. Hearts from Trex1-/- mice 

had raised levels of ISGs, including IFIT3, CXCL10, and IRF7. Elevation of ISGs was 

largely abrogated in Trex1-/-cGas+/- mice and completely diminished in  

Trex1-/-cGas-/- mice (Fig 19A-C). Similarly, proinflammatory cytokines, TNF and IL-12, 

were upregulated in Trex1-/- mice in a cGAS dependent manner (Fig 19 D-E). Similar 

results were obtained in kidneys and peripheral blood monocytes (Fig 20A-C). Serum IL-

12 p40 measured by ELISA also showed consistent results (Fig 20D). Altogether, the 

upregulation of ISGs and cytokines in Trex1-/- mice relied on cGAS. 

To check what kinds of cell types display increased level of ISGs, bone marrow 

dendritic cells, macrophages, and embryonic fibroblasts were cultured in vitro. Because all 
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of these cell types have a functional DNA sensing pathway, they inevitably showed 

elevated levels of ISGs in the Trex1-/- background. The high ISGs were moderately reduced 

when only one cGAS allele was removed and totally diminished when both alleles were 

knocked out (Fig 21A-C). 

 

 

Figure 21. cGAS is required for ISG induction in different cells types from Trex1−/− mice. GM-CSF–

derived BMDCs (A), BMDMs (B), and mouse embryonic fibroblasts (MEF; C) from indicated genotypes 
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were analyzed by qRT-PCR for expression of ISGs. Fold changes are relative to Trex1−/−cGas−/−mice. Error 

bars represent SD of triplicate assays. *P < 0.05; **P < 0.01; ***P < 0.001. 

 

cGAS is essential for cGAMP accumulation in Trex1-/- mice 

Next, cGAMP levels in mouse hearts of different genotypes were quantified by a 

mass spectrometry-based assay developed in the Chen laboratory. Absolute quantification 

was enabled by spiking in 13C10
15N5-labeled cGAMP as an internal standard. While wild-

type hearts did not have detectable levels of cGAMP, in Trex1-/- mice, robust production of 

cGAMP was detected. Modest levels of cGAMP were present in Trex1-/-cGas+/- hearts and 

Trex1-/-cGas-/- mice did not produce any detectable cGAMP in hearts (Fig 22A-B). 

 

Figure 22. cGAMP levels in mouse hearts of indicated genotypes were quantified by LC-MS. (A and B) 

Upper shows zoomed chromatograms displaying relative intensities of endogenous cGAMP (red) and 

internal standard (green). Lower shows the calculated amounts of cGAMP (fmol) in each sample. Error bars 

represent SEM. 

 

Interestingly, the cGAMP levels in Trex1-/-Sting-/- mice were significantly higher than those 

in Trex1-/- mice, indicating STING might be involved in cGAMP clearance. Since Trex1-/-
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Sting-/- mice were also healthy, high levels of cGAMP did not impose any adverse effect 

on the fitness of the animals. 

 

Trex1-/- mice have elevated autoantibody production and T cell activation in a cGAS 

dependent manner 

 

Figure 23. cGAS deletion mitigates autoantibodies in Trex1−/− mice. (A–F) Detection of autoantibodies, 

including ssDNA IgG (A), ssDNA IgG2b subtype (B), ANA IgG (C), Histone H3 IgG (D), M2 antigen IgG 

(E), and u1-snRNP (F) in the sera of 12-wk-old mice of indicated genotypes. 
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Figure 24. cGAS deletion mitigates autoantibodies in older Trex1−/− mice. (A–F) Detection of 

autoantibodies, including ssDNA IgG (A), ssDNA IgG2b subtype (B), ANA IgG (C), Histone H3 IgG (D), 

M2 antigen IgG (E), and u1-snRNP (F) in the sera of 5-mo-old mice of indicated genotypes. 

 

ELISA assays showed that Trex1-/- mice at 12-weeks of age developed auto-

antibodies against ssDNA, nuclear antigens (ANA), and other self-antigens, such as histone 

H3, M2, and the U1 subunit of small nuclear ribonucleoprotein (U1-snRNP) (Fig 23A-F). 
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Remarkably, all of these auto-antibodies were significantly reduced when cGAS was 

genetically blunted. Mice of 5 months old recapitulated these observations (Fig 24A-F). 

One of the major isotypes of the anti-ssDNA antibody was IgG2b, which was correlated 

with Th1 response (Fig 22B;23B).  

Because Trex1 deficiency leads to overactive adaptive immunity, which might affect 

the development of immune organs, spleens of Trex1-/- mice and Trex1-/-cGas-/- mice  

 

Figure 25. Knocking out cGAS rescues splenomegaly in Trex1−/− mice. (A) Spleens from 12-wk-old 

Trex1−/− and Trex1−/−cGas−/− mice. (B and C) Spleen cell numbers (B) and spleen weights (C) were 

measured from 12-wk-old Trex1−/− and Trex1−/−cGas−/− mice. Statistical analysis was performed with a two-

tailed, unpaired Student's t test. *P < 0.05; ***P < 0.001. 

 

were examined. Trex1-/- mice obviously developed splenomegaly in that their spleens were 

on average twice the size of Trex1+/- or Trex1-/-cGas-/- spleens (Fig 25A-C). And Trex1-/- 

mice also had more splenocytes, indicating the systematic inflammation. But Trex1-/- and 

Trex1-/-cGas-/- spleens had comparable ratios of CD4+ T cells, CD8+ T cells and B cells 

(data not shown).  
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Figure 26. cGAS is required for the generation of hyperreactive T cells in Trex1−/− mice. (A–D) Flow-

cytometric analysis of intracellular IFN-γ in response to PMA plus ionomycin in splenic CD4+ T cells or 

CD8+ T cells from 12-wk-old mice of indicated genotypes. (E) Similar to (D), except that CD8 T cells in 

PBMC were analyzed. Error bars represent SD. *P < 0.05; ***P < 0.001. 
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Figure 27. cGAS is essential for the differentiation of Th1 cells in Trex1−/− mice.  (A and B) Flow-

cytometric analysis of T-bet in splenic CD4 (A) and CD8 (B) T cells from 12-wk-old mice. Error bars 

represent SD. **P < 0.01. 

 

We then tried to investigate the subsets of T cells in spleens. In response to PMA 

and ionomycin stimulation, the CD4+ and CD8+ T cells from Trex1-/- spleens had higher 

expression of IFNthan that of Trex1+/- cells, which was also dependent on cGAS (Fig 26 

A-E). This result indicated a hyperactive Th1 response in spleens of Trex1-/- mice. When 

I stained the Th1 specific transcription factor T-bet in the CD4+ and CD8+ T cells, 

Trex1-/- cells expressed higher levels of T-bet in comparison to Trex1-/-cGas-/- cells (Fig 

27 A-B). Also, we assessed the Th1 response in hearts by quantifying gene expression via 

qRT-PCR. The results showed that elevated levels of IFN and T-bet were only detected 

in Trex1-/- mice but not in Trex1+/- or Trex1-/-cGas-/- mice (Fig 28A-D).   

Autoreactive splenic T cells in Trex1-/- mice upregulated expression of activation 

marker-CD69 on CD4+ and CD8+ T cells and memory marker-Ly6c on CD8+ T cells 

(Fig 29C-E). Deletion of cGas in Trex1-/- mice dramatically decreased the number of 

activated T cells (Fig 30C-E).  Memory CD4+ and CD8+ T cells (CD44hi/CD62Llo) 

increased in Trex1-/-  
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Figure 28. cGAS is essential for infiltration of autoreactive immune cells in the hearts of Trex1−/− mice. 
qRT-PCR analysis of IFN-γ (A and B) or T-bet (C and D) RNA in hearts from 12-wk-old mice of indicated 

genotypes is shown. Fold changes are relative to Trex1+/− (A and C) or Trex1−/−cGas−/− (B and D). Error bars 

represent SD. **P < 0.01; ***P < 0.001. 

 

mice, while naïve T cells (CD44lo/CD62Lhi) decreased compared to Trex1+/- mice (Fig 

29A-B).  As expected, memory and naïve cell percentages in Trex1-/-cGas-/- mice were 

similar to Trex1+/- mice (Fig 30A-B). These results demonstrated that overactive adaptive 

immunity in Trex1-/- mice depended on cGAS.  
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Figure 29. Trex1−/− mice have higher percentages of activated and memory T cells. (A and B) Flow-

cytometric analysis of surface expression of CD62L and CD44 in splenic CD4+ T cells (A) and CD8+ T 

cells (B) from 12-wk-old Trex1+/− and Trex1−/− mice. (C–E) Flow-cytometric analysis of CD69 (C) and 

Ly6c (D) in splenic CD8+ T cells and CD69 (E) in splenic CD4+ T cells from 12-wk-old mice. Error bars 

represent SD. *P < 0.05; **P < 0.01; ***P < 0.001. 
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Figure 30. cGAS is responsible for higher percentages of activated and memory T cells in Trex1−/− 

mice. (A and B) Representative flow-cytometric analysis of CD62L and CD44 expression in splenic CD4+ 

(A) and CD8+ T cells (B) from 12-wk-old mice of indicated genotypes. (C–E) Flow-cytometric analysis of 

expression of CD69 (C) and Ly6c (D) in splenic CD8+ T cells and CD69 (E) in splenic CD4+ T cells. Error 

bars represent SD. **P < 0.01; ***P < 0.001. 
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cGAS activation leads to autoimmune lethality in DNaseII-/- mice 

To assess the role of cGAS in DNaseII-/- mice, another autoimmune disease model, 

DNaseII-/-cGas-/- were generated by crossing DNaseII+/- mice with cGas-/- mice. Unlike 

DNaseII-/- mice, DNaseII-/-cGas-/- mice were born viable. DNaseII-/-cGas-/- mice were  

 

Figure 31. cGAS is responsible for embryonic lethality in DNaseII−/− mice. Representative E17.5 

embryos of indicated genotypes. 

 

further crossed with DNaseII+/-cGas+/- mice and the embryos were collected and assessed. 

DNaseII-/-cGas+/- embryos resembled DNaseII-/- embryos, in that they were pale and 

smaller than their wild-type littermates. Conversely, DNaseII-/-cGas-/- mice developed 

normally and survived after birth. Therefore, one allele of cGAS was sufficient to induce 

lethality in DNaseII-/- mice, while the ablation of both alleles was necessary to rescue the 

lethality (Fig 31).  

Fetal livers and limbs were analyzed for ISG expression. DNaseII-/-cGas+/- embryos 

had enhanced ISG levels compared to DNaseII-/-cGas+/- control. ISG levels were 

drastically reduced in DNaseII-/-cGas-/- embryos (Fig 32;33A). Interestingly, CXCL10 

levels only partially decreased, possibly because in DNaseII-/- fetal livers some other 

pathways might mediate the induction of CXCL10. ISGs measured in MEFs also led to a 
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Figure 32. cGAS promotes ISG increase in DNaseII−/− cells. (A and B) qRT-PCR analysis of indicated 

ISGs in E15.5 embryo limbs (A) and embryonic fibroblasts (B). Error bars represent SD *P < 0.05; **P < 

0.01; ***P < 0.001. 

 

similar conclusion (Fig 32B). Again we applied quantitative mass spectrometry to measure 

cGAMP levels in fetal livers. cGAMP was detected in DNaseII-/-cGas+/- fetal livers but not 

in that of DNaseII-/-cGas-/- livers, illustrating that cGAS was critical for cGAMP 

accumulation in these fetal livers (Fig 33B).  
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Figure 33. cGAS is essential for ISG up-regulation and cGAMP production in fetal livers of 

DNaseII−/− mice. (A) qRT-PCR analysis of indicated ISGs in fetal liver from E15.5 mouse embryos of 

indicated genotypes (n = 3). (B) cGAMP levels in mouse fetal livers of indicated genotypes were quantified 

by LC-MS. Upper shows zoomed chromatograms displaying relative intensities of endogenous cGAMP 

(red) and internal standard (green). Lower shows the calculated amounts of cGAMP in each sample. Error 

bars represent SD (A) or SEM (B). *P < 0.05; **P < 0.01. 

 

 

cGAS activity causes polyarthritis and autoantibody production in DNaseII-/- Ifnr1-/- 

mice 

As previously reported, DNaseII-/-Ifnr1-/- mice showed polyarthritis due to the overt 

production of TNFα. In contrast, DNaseII-/-cGas-/- mice didn not develop obvious 
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Figure 34. cGAS activation causes polyarthritis in DNaseII−/−Ifnar1−/− mice. (A and B) Representative 

foot pad pictures (A) and arthritis scores (B) of 7-mo-old WT, DNaseII−/−Ifnar1−/−, and DNaseII−/−cGAS−/− 

mice. Arthritis scores were calculated as described in Materials and Methods. (C) Detection of serum 

autoantibodies against dsDNA. Statistical analysis was performed with a two-tailed, unpaired Student's t test. 

Error bars represent SD. *P < 0.05; ***P < 0.001.  

 

polyarthritis symptoms, which was further confirmed by histological scoring (Fig 34A-B). 

This result implied that the overt TNF production in DNaseII-/-Ifnr1-/- mice was caused by 

cGAS. DNaseII-/-Ifnr1-/- sera also contained high levels of anti-dsDNA antibodies, but 

autoantibodies in DNaseII-/-cGas-/- were greatly reduced (Fig 34C). 

 

Identification of accumulated cytosolic DNA in Trex1-/- cells 

To further identify the source of accumulated DNA in the cytosol, we performed 

the isolation of cGAS, in hopes of capturing cGAS-DNA complexes from cells. 293T 

cells were utilized because of the absence of TREX1 and the likelihood of the presence of 

a high concentration of cytosolic DNA. Cells were reconstituted with Flag-tagged cGAS 
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due to lack of cGAS expression in 293T cells. To test whether immunoprecipitation (IP) 

with cGAS can pull down interacting DNA, cells were transfected with the p-shuttle 

vector. Protein and DNA interactions were crosslinked by formaldehyde before lysis. 

cGAS was pulled down, and DNA from eluate was purified and examined by qRT-PCR. 

cGAS IP, but not Protein A/G Resin beads IP, pulled down more p-shuttle compared to 

293T-PTY cells, suggesting cGAS binds to transfected DNA (Fig 35A-B). This assay can 

be further utilized to purify and identify accumulated cytosolic DNA in 293T cells. 

 

 

 

Figure 35. cGAS-IP pulls down interacting DNA. (A and B) 293T cells stably expressing Flag-tagged 

cGAS or empty PTY vector were transfected with p-shuttle. Cells were fixed, lysed and IP for Flag. The 

eluate was blotted by the cGAS antibody (A). DNA from eluates was purified and quantified by qRT-PCR 

(B). 

 

Conclusions and discussion 
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TREX1 is a DNase that resides in the cytoplasm where it functions to clear 

mislocalized cytosolic DNA. The loss-of-function defect of Trex1 leads to self-DNA 

accumulation in the cytosol, which activates the DNA sensor cGAS. Activated cGAS 

produces cGAMP and subsequently turns on signaling cascades that induce the 

production of ISGs as well as proinflammatory cytokines. Overactive innate immunity 

further promotes the development of the Th1 response and autoantibody production, and 

ultimately results in autoimmunity. Another DNase, DNaseII is a lysosomal DNase. In 

DNaseII null mice, DNA accumulation in phagocytes also initiates IFN production 

through cGAS and leads to embryonic lethality. If the IFN pathway is blocked in 

DNaseII-/- Ifnar1-/- mice, mice survive through the stages of embryo development but 

develop polyarthritis in adulthood, which is dependent on cGAS-mediated TNF 

production. (Fig 36) 
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Figure 36. cGAS initiates autoimmunity in mice. In Trex1-/- mice, cytosolic DNA accumulates and 

activates cGAS, leading to IFN or inflammatory cytokine production. The overactive innate immunity 

exacerbates Th1 response. Autoantibodies are produced and involved in the pathogenesis of autoimmunity. 

cGAS in DNaseII-/- macrophages of fetal liver senses undigested DNA and generates cGAMP that is 

responsible for the subsequent production of IFN, leading to embryonic lethality. Undigested DNA in 

DNaseII-/-Ifnr1-/- mice provokes cGAS and induces TNF-α dependent polyarthritis. 

 

Autoimmunity in Trex1-/- mice  

We observed an overactive Th1 response in Trex1-/- mice. How this Th1 response is 

developed after IFN production is unknown. Trex1-/- mice produced high levels of both 

IL12 and IFN. The former is known to be essential for the development and maintenance 

of Th1 differentiation. IFN production may also be involved since in DNA vaccination, 

IFNAR deficient mice have a compromised Th1 response. (Tudor, Riffault et al. 2001). 

A paper published in Cell reveals that endogenous retroelements are responsible for 

autoimmunity in Trex1-/- mice (Stetson, Ko et al. 2008). However, it remains unsolved 

why the treatment with a reverse transcriptase inhibitor, AZT, fails to rescue Trex1-/- mice 

from lethality. It is possible that AZT cannot sufficiently inhibit diverse reverse 

transcriptases in mice, or that there are alternative sources of DNA other than 

retroelements. To address this dilemma, we attempted to purify accumulated DNA from 

293T cytosol because 293T cells lack the expression of TREX1 (Fig 35). When 

overexpressed, recombinant cGAS theoretically can bind and be crosslinked with the 

cytosolic DNA. Cytosolic DNA can further be purified and sequenced. In the future, we 

can also IP endogenous cGAS in Trex1-/-Sting-/- MEF cells and WT MEF cells. Since 

STING may contribute to DNA clearance through autophagy, there will be more DNA 

present in Trex1-/-Sting-/- cytosol, which makes it easier to identify. 
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In TREX1-V235fs knock-in mice, although TREX1 functions normally in digesting 

DNA, the mice still show signs of autoimmune disease. This phenotype can be explained 

by glycan accumulation which does not signal through cGAS (Hasan, Fermaintt et al. 

2015). We have shown that cGAS knock-out completely rescues ISG levels and 

autoinflammation in several organs of Trex1-/- mice, but whether or not other specific 

organs show inflammation will still need to be investigated. 

 

Autoimmunity in DNaseII-/-cGas-/- mice 

In addition to the cGAS-STING pathway, AIM2, a DNA sensor in the 

inflammasome pathway, is also involved in arthritis development. Dysfunction of AIM2 

partially rescues arthritis (Baum, Sharma et al. 2015). AIM2 seems to detect DNA to 

activate the inflammasome pathway that is required for the processing of pro-IL1β or 

pro-IL-18 into mature IL-1β or IL-18, which can further enhance the inflammatory 

response induced by TNF.  

DNaseII-/-Ifnr1-/-, DNaseII-/-cGas-/- and DNaseII-/-Sting-/- mice all develop 

splenomegaly. A recent publication has shown that knocking out UNC93B1 in mice 

rescues the splenomegaly phenotype, indicating the activation of UNC93B1-dependent 

TLR pathway in DNaseII-/-Ifnr1-/- mice (Pawaria, Moody et al. 2015). 

Based on a recent report, most of the autoantibody production in DNaseII-/-Ifnr1-/- 

mice depends on TLR pathways but not the cGAS-STING pathway (Baum, Sharma et al. 

2015). Although we determined that anti-dsDNA production partly depends on cGAS, we 

have yet to test production of other types of autoantibodies.  
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Haploinsufficiency of cGAS and autoimmune diseases 

Haploinsufficiency of cGAS largely rescues survival of Trex1-/- mice, while the 

rescue of DNaseII-/- mice requires defects in both cGas alleles. It is not entirely clear 

why, but it is possibly due to the different functions of DNases in different cell types. 

TREX1, a cytosolic DNase, digests DNA in the cytosol in various cell types. The source 

of cytosolic DNA that serves as the ligand of cGAS is still unclear. As a matter of fact,  

DNA, as the genetic material, usually stays in nucleus and mitochondria. Cytosolically 

localized DNA could be randomly leaked DNA. In contrast, DNaseII is a lysosomal 

DNase, which mainly functions in phagocytes. Phagocytes engulf dead cells which 

contain large amounts of DNA from nuclei. In DNaseII-/- cells, uncleared DNA 

potentially enters the cytosol and activates the DNA sensor cGAS. It is possible that the 

amount of DNA in DNaseII-/- phagocytes is much more than Trex1-/- cells. So even in 

DNaseII-/- cGas+/- cells, DNA can still stimulate potent IFN production. 

 

STING and cGAMP clearance 

Trex1-/-Sting-/- mice have increased cGAMP production compared with that of 

Trex1-/-mice, suggesting a STING-dependent cGAMP clearance pathway. Similarly, 

DNaseII-/-Sting-/- livers have much higher cGAMP levels than that of DNaseII-/-cGas+/-. 

This statement must be interpreted with caution. In this setting, DNaseII-/- cGas+/+ control 

is not included, thus, it is possible that cGAS haploinsufficiency may produce less 
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cGAMP, or that STING may play a regulatory role in cGAMP clearance in DNaseII-/-. 

This issue should be clarified in the future work. 

 

Future plan 

Similar to AGS patients, some SLE patients have a high IFN signature and ANA 

antibody production. It has been proven that some SLE patients have TREX1 mutations. 

Therefore, those SLE patients may have cGAMP production in PBMCs due to TREX1 

abnormality. In the future, we can potentially measure the cGAMP levels in PBMCs 

isolated from SLE patients. If cGAMP production is confirmed, a cGAS inhibitor can be 

used to treat autoimmune diseases like SLE and AGS. We can further test the inhibitor in 

DNaseII-/-Ifnr1-/- mice and Trex1-/- mice. A good inhibitor of cGAS will rescue the 

autoimmune phenotypes in these mice.  

Also, we will attempt to rescue Trex1-/- mice with cGAS conditional knock-out in 

specific cell types. We hypothesize that cGAS in DCs may play an important role in the 

pathogenesis of autoimmunity in Trex1-/- mice. In order test this hypothesis, we will use 

the Cre-Lox system by crossing cGasflx/flx mice with Cre mice driven by a CD11c-promoter. 

To rule out the involvement of other cell types such as macrophages, we will also employ 

this strategy to generate the relevant conditional cGas mutant strains. 

We will continue to identify the source of DNA mainly through IP of cGAS-DNA 

complexes, especially under the condition of more DNA accumulated in the cytosol. We 

will also use an in vitro assay to deliver the Trex1-/- cytosol into PFO-permeabilized THP-

1 cells since it was previously shown that accumulated DNA in Trex1-/- cells is 60-65bp 
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(Yang, Lindahl et al. 2007). By establishing a biochemical assay, we can then purify the 

DNA which can be sequenced. 

 

Materials and methods 
 

Mice 

Trex1−/− mice were from Dr. Deborah Barnes (Cancer Research UK) and Dr. Nan 

Yan (UT Southwestern), and DNaseII-/- mice were from Dr. Shigekazu Nagata (Kyoto 

University). cGas-/- mice were generated in our lab as previously described (Li, Wu et al. 

2013). All mice used in this study were on C57/B6 background. The mice were bred and 

maintained under specific pathogen-free conditions in the animal care facility of the 

University of Texas Southwestern Medical Center at Dallas according to experimental 

protocols approved by the Institutional Animal Care and Use Committee. 

 

Pathology 

Tissues were fixed in 4% paraformaldehyde, paraffin embedded, cut into 5 μm 

sections, and stained with hematoxylin and eosin. Heart tissues were stained with 

picrosirius red, and kidney samples were stained with Periodic acid–Schiff. Inflammation 

and fibrosis were evaluated based on degree of severity. The sum of individual scores was 

used to obtain a total tissue histological score. Specific information about the scoring 

criteria for each tissue was previously described (Gall, Treuting et al. 2012). Clinical 
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assessment of foot pads for arthritis was described in previous study (Kawane, Ohtani et 

al. 2006). 

 

Quantitative RT-PCR 

Reverse transcription and real-time PCR reactions were carried out using iScript 

cDNA synthesis kit and iQ SYBR Green Supermix (Bio-Rad). qRT-PCR was performed 

on an Applied Biosystems Vii7 using the following primers: 

Rpl19 AAATCGCCAATGCCAACTC TCTTCCCTATGCCCATATGC

Cxcl10 GCCGTCATTTTCTGCCTCA CGTCCTTGCGAGAGGGATC

Ifng CTTTGCAGCTCTTCCTCATGGCTGTTTCTG TGACGCTTATGTTGTTGCTGATGGCCTG

Tnf CACAGAAAGCATGATCCGCGACGT CGGCAGAGAGGAGGTTGACTTTCT

Tbx21 TCAGGACTAGGCGAAGGAGA TAGTGGGCACCTTCCAATTC

Ifit3 TGGCCTACATAAAGCACCTAGATGG CGCAAACTTTTGGCAAACTTGTCT

Irf7 ATGCACAGATCTTCAAGGCCTGGGC GTGCTGTGGAGTGCACAGCGGAAGT

Il10 CTATGCTGCCTGCTCTTACTG  AACCCAAGTAACCCTTAAAGTC

Il12p40 GTTCAACATCAAGAGCAGTAGCA CTGCAGACAGAGACGCCATT

Isg15 GGAACGAAAGGGGCCACAGCA CCTCCATGGGCCTTCCCTCGA  

Table 2. list of qRT-PCR primers 

 

Cells 

Embryonic fibroblasts from genotype indicated mice were prepared from day 15.5 

embryos and cultured in DMEM supplemented with 10% FBS.  

Bone marrow cells were collected from femurs and tibiae of mice. To obtain 

BMDM, about 10 million bone marrow cells were cultured in DMEM containing 10% 

FBS, antibiotics and conditioned media from L929 cell culture. After 7 days, mature 

macrophages were harvested and cultured in 12-well plates for experiments. To obtain 

dendritic cells, bone marrow cells were cultured in RPMI 1640 containing 10% FBS, 10 
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mM HEPES (pH 7.4), 50 μM β-mercaptoethanol, 10 ng/ml murine GM-CSF 

(peproTech). After 7 days, cells were collected and used as GM-CSF-induced BMDCs. 

 

ELISA 

Serum anti-ssDNA IgG levels were quantified by sandwich ELISA. Briefly, 96-

well ELISA plates (Greiner Bio One) were coated with 1ug/mL calf thymus ssDNA 

(Sigma-Aldrich) overnight at 4°C. After blocking of the plates with 10% FBS, test sera 

were added at 1:100 dilution. HRP-conjugated goat anti-mouse IgG (Santa Cruz) was 

added at a dilution of 1:10000. The reaction was developed with TMB substrate (Thermo 

Scientific), and the OD at 450 nm was determined. Serum IgG subclasses were quantified 

as described, except that the samples were reacted with goat Ab specific for IgG2b 

(Southern Biotech) at 1:10000 dilution. For anti-histone, anti-M2 antigen, anti-dsDNA 

and anti-u1-snRNP assays, ELISA plates were coated overnight with 1ug/mL histones H3 

(Sigma), 0.5ug/mL M2 antigen (Diarect), 1ug/mL calf thymus DNA (Sigma-Aldrich) and 

0.5ug/mL u1-snRNP (Diarect) respectively. ANA IgG levels were determined by Anti-

ANA bioassay ELISA kit (US Biological Life Sciences) according to manufacturer’s 

instruction. 

Plasma IL-12 was measured using the mouse TH1/TH2 9-Plex Ultra-sensitive Kit 

(Meso Scale Discovery) according to the manufacturer’s instructions. 

 

Flow cytometry 
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For surface staining, cells were washed in ice-cold FACS buffer (2% BSA in PBS), 

and then incubated with indicated antibody for 15 min and washed with FACS buffer. 

For intracellular IFN-γ staining,  splenocytes or PBMCs were stimulated with 50 ng/ml 

phorbol myristate acetate (PMA) and 1 μM ionomycin in the presence of 1 μg/ml 

brefeldin A for 4.5 hr, followed by surface staining (CD3, CD4 and CD8), fixed with 2% 

paraformaldehyde, permeabilized with 0.1% saponin, and stained for IFN-γ. For 

transcription factor staining, cells were stained by surface antibody, followed 

intracellualar staining for anti-T-bet (Biolegend). The stained cells were analyzed with 

FACSCalibur flow cytometer (BD Biosciences). Data were analyzed with FlowJo 

software. CD4-APC, CD4-FITC, CD3-Percp, IFN-γ-PE antibodies were purchased from 

Biolegend; CD62L-PE, Ly6c-APC, CD8-FITC, CD69-PE antibodies were purchased 

from eBioscience; CD44-APC, CD8-APC antibodies were purchased from BD 

Bioscience. 

 

cGAMP extraction and quantification 

Fresh organs were snap frozen in liquid nitrogen, minced immediately with 

dissecting scissors in cold 80% methanol with 2% acetic acid (HAc), and stored in -80°C 

before further processing. On the day of analysis, the frozen samples were thawed on ice, 

and 13C10
15N5-labeled cGAMP (+15 a.m.u.) internal standard was supplemented. Samples 

were then homogenized with a tissue tearor (Biospec Products, Bartlesville, OK) for 30 

sec, and cleared by centrifugation (10,000 g) for 10 min. The pellets were further 

extracted in 20% methanol and 2% HAc for two more rounds, and all the cleared extracts 
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were combined. From these extracts, cGAMP was enriched by solid phase extraction 

(SPE) using HyperSep Aminopropyl SPE Columns (Thermo Scientific). Briefly, the 

columns were first activated by methanol and washed twice with 2% HAc; after drawing 

through the extracts, columns were washed twice with 2% HAc, once with 80% 

methanol, and finally eluted with 4% ammonium hydroxide in 80% methanol. The 

eluents were spin vacuumed to dryness, reconstituted in LC/MS-grade water, cleared by 

centrifugation, and transferred to autosampler vials for MS analyses.  

 

MS analyses were performed as previously described (Angela et al. Cell Host & 

Microbe. 2015). Briefly, the SPE eluents were separated on an Xbridge Amide column 

(3.5 µm, 3.5 mm ID × 100 mm L, Waters) on a Dionex Ultimate 3000 Rapid Separation 

Liquid Chromatography system (Thermo Scientific). Mobile phase A was 20 mM 

ammonium bicarbonate with 20 mM ammonium hydroxide in water, and mobile phase B 

was acetonitrile. The separation ran at a flow of 400 µL/min for the first 14.5 min and 

800 µL/min for the remaining 8.5 min, through the following gradient: 0 min 85% B, 3 

min 85% B, 10 min 2% B, 14 min 2% B, 14.5 min 85% B and 23 min 85% B.  

 

The LC eluent was ionized by an Ion Max NG heated electrospray source, with a 

spray voltage of +3750 V, an ion transfer tube temperature of 342°C, a vaporizing 

temperature of 292°C, and the sheath, auxiliary and sweep gas at 45, 17 and 1 arbitrary 

units, respectively. The spray was analyzed online on a TSQ Quantiva triple quadruple 

mass spectrometer (Thermo Scientific), which performed continuous MRM scans with a 
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dwell time of 50 ms, Q1 and Q3 resolutions of 0.7 FWHM and the CID gas of 1.5 units. 

cGAMP and the internal standard were monitored by the positive mode with four 

transitions respectively (cGAMP: 675-136, 675-152, 675-476, 675-524 and the internal 

standard: 691-146, 691-152, 691-491, 691-539). Raw MS Data was converted to the 

mzXML format with ReAdW, and read into MATLAB for noise reduction and data 

processing. Absolute quantities of endogenous cGAMP were calculated with the 

light:heavy ratios and the molar quantity of supplemented internal standard. 

 

Identification of accumulated cytosolic DNA in Trex1-/- cells 

293T cells with GFP expression or Flag-cGAS expression were transfected with 

0.5ug/mL p-shuttle vector for 5 hrs. Protein and DNA interactions were crosslinked by 

1% formaldehyde at 37 °C for 15 min before lysis. cGAS was pulled down by protein 

A/G beads and cGAS antibody in the presence of 0.2% SDS, and DNA from eluate was 

purified and examined by qRT-PCR.  

 

Statistics 

Statistical analysis of mouse survival was performed using Mantel-Cox test. Other 

statistical analyses were performed with a two-tailed, unpaired Student's t test. 
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