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Neutrophils are fast-moving first responders of the innate immune system. External 

chemoattractant signals result in neutrophil polarization: the neutrophil forms a leading edge 

(front) which constantly protrudes and retracts actin-rich pseudopods, and a contractile 

myosin-enriched trailing edge (back) which is insensitive and directionally persistent. 

Previous work has suggested that polymerized actin and contractile actomyosin segregate to 

the neutrophil's morphological front and back, respectively, due to mutual inhibition. Beyond 

this initial establishment of spatially segregated domains, however, many questions remain 

unclear. In this work, I address two questions: (i) first, how do the front and back of the 



 

neutrophil demonstrate seemingly uncoupled behaviors despite these inhibitory links? (ii) 

and, second, at what fMLP concentration does neutrophil chemotaxis saturate, and how is 

this maximal concentration determined? With quantitative analysis of immunofluorescent 

fixed-cell images and live-cell migration videos, I demonstrate the role of microtubules in 

insulating the front and back modules of chemotactic neutrophils, and the role of ERK in 

driving neutrophil migration into maximal fMLP concentrations.
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CHAPTER ONE 

Introduction 
 

 
Acute inflammation: Neutrophil chemotaxis leads the charge 

Bacterial invasion of the body occurs daily, even with routine activities such as 

tooth-brushing and chewing food [86]. Inflammation is the body's protective response 

[56] to such invasion, in which leukocytes (white blood cells) and blood vessels work 

together to eliminate the bacteria, remove necrotic cells and tissues, and initiate the 

process of repair [127]. Acute inflammation is the host’s opening salvo: local blood 

vessels dilate [56] and become more permeable [24] so that the first responders of the 

leukocytes—neutrophils—may storm the injured tissue [127].  

Neutrophils are the most abundant type of leukocyte in the human circulation [2]. 

In the setting of acute inflammation caused by bacteria, neutrophils deliver a targeted 

attack by following host-derived intermediary chemoattractants, such as interleukin-8 and 

leukotriene B4, to the general vicinity [49] of infection. Once on scene, neutrophils then 

pursue bacteria by interpreting gradients of end-target chemoattractants such as the 

bacterial peptide N-formyl-methionyl-leucyl-phenyalanine (fMLP) [49, 174]. If 

successful, this process will allow a neutrophil to engulf its prey into a phagosome [145, 

97], which then fuses to a lysosome [53], thus exposing the bacterium to bactericidal 

agents such as reactive oxygen species, reactive nitrogen species, lysozymes, and 

hypochlorous acid [1, 71, 171, 91]. Clinically, acute inflammation has a fast onset of 

minutes to hours, and produces prominent, "cardinal" signs—defined by 1st century 

encyclopedist Aulus Cornelis Celsus as calor (heat), rubor (redness), tumor (swelling), 
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and dolor (pain) [37], and amended by 2nd century physician Galen to include functio 

laesa (loss of function) [121]. Once the inciting pathogens are removed by neutrophils, 

however, acute inflammation is usually resolved with little tissue injury or fibrosis [56]—

vascular permeability falls to a normal state [64], thus shunting neutrophils away from 

the previous site of inflammation, and inflammatory cells and mediators within the tissue 

are cleared by lymphatic drainage [4].  

Clinically, the importance of neutrophil chemotaxis is highlighted by the finding 

that neutrophil chemotaxis becomes hyperactive during infection; neutrophils isolated 

from the peripheral circulation of patients with active bacterial infections show 

significantly increased migration toward bacterial products in in vitro assays, as 

compared to neutrophils from healthy, age-matched donors, and the chemotactic 

overdrive persists until infection is treated with adequate antibiotic therapy [51]. In short: 

without effective neutrophil chemotaxis, bacteria remain at large [10, 52, 111, 100]. In 

such a setting, the host is at risk of unresolved acute inflammation, which will harm 

bystander cells, resulting in pus formation [56] and fibrosis [130, 27], and may even 

progress to chronic inflammation [56]. Chronic inflammation will produce severe and 

progressive tissue injury and fibrosis, as two other types of leukocytes—lymphocytes (B 

and T cells) and monocytes (which mature into macrophages)—infiltrate the area of 

infection [98, 142]. Uncontained bacterial infection may quickly evolve into systemic 

infection, sepsis, and death [159]. Therefore, neutrophil chemotaxis is essential to 

managing the daily bacterial invasions associated with normal life—clearing those 

pathogens with minimal harm to the body’s own tissues.  
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Neutrophil chemotaxis relies on signal relay from external GPCRs to the 

cytoskeleton 

 In all eukaryotic cells, directional sensing is mediated by heterotrimeric guanine 

nucleotide–binding protein (G protein)–linked signaling pathways [72, 117, 140, 107, 

25]. Formyl peptide receptors, the G protein-coupled receptors that bind fMLP, are 

essential for bacterial pursuit. A clinical example of the significance of formyl peptide 

receptors is Job's syndrome, in which neutrophils express far fewer formyl peptide 

receptors than normal [100]. In these patients, neutrophil chemotaxis toward fMLP is 

defective [52, 111], resulting in recurrent infections, pus-filled skin and lung lesions, and 

the need for lifelong treatment with antibiotics [52].  

 In normal human neutrophils, formyl peptide receptors remain uniformly 

distributed along the cell's perimeter, even when the neutrophil is exposed to a gradient 

[136, 165]. However, Gßγ subunits become slightly biased toward the direction of higher 

fMLP concentration [165, 63]. This asymmetry is amplified at the level of phosphatidyl-

inositol 3,4,5-trisphosphate (PIP3), which forms a sharp intracellular gradient, also 

toward the direction of higher fMLP concentration [151]. Thus, directional  sensing in 

neutrophils occurs with high sensitivity, such that an fMLP concentration difference of 

even 1-2% across the cell's diameter can direct movement [173].  

 Formyl peptide receptors couple to both Gi and G12/13 proteins, which initiate 

divergent pathways. Gi signaling mediates production of membrane PIP3 by 

phosphoinositide 3-kinase (PI3K) [135]. The GTPases Rac and Cdc42 are thus recruited 



4 

 

to the membrane and activated, and in turn promote formation of actin polymers [9]. 

Conversely, G12/13 signaling promotes activation of RhoA GTPase [44], which in turn 

activates Rho-associated protein kinase [59]. Rho-associated protein kinase facilitates 

phosphorylation and activation of myosin II [31], both by stoichiometrically 

phosphorylating myosin regulatory light chain (MLC2) [3], and by phosphorylating the 

myosin-binding subunit of myosin light chain phosphatase, thereby inhibiting the 

phosphatase activity towards myosin [70].  

 Polymerized F-actin and contractile actomyosin are biochemically incompatible, 

and thus these two distinct cytoskeletal assemblies are mutually inhibitory [167]. This 

incompatibility is reinforced by mutual, upstream inhibitory links between the Gi-

initiated and G12/13-initiated pathways: PI3K and F-actin inhibit basal RhoA activity, and 

Rho-associated protein kinase inhibits fMLP-stimulated Rac activation (Fig. 1.1) [167]. 

As a result of this multilevel mutual inhibition, the respective components of the Gi-

initiated and G12/13-initiated pathways spatially segregate from one another. Thus, the 

initial signaling events that achieve directional sensing in turn drive the process of 

neutrophil polarization—the cell's morphological transformation from a rounded shape to 

an asymmetrical configuration with F-actin-rich pseudopods on one side, and an 

actomyosin-rich uropod on the other [167].  
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Figure 1.1. Abridged overview of fMLP-induced signaling through formyl peptide 

receptor (R) coupled to Gi and G12/13. Reprinted from Xu et al., 2003 [167]. 

 

 But, in this setting of an fMLP gradient, do the pseudopods or the uropod develop 

on the up-gradient side of the neutrophil? Although a tug-of-war is initiated through the 

mutual inhibition between the Gi-initiated and G12/13-initiated pathways, positive 

feedback between PIP3, Rac (Fig. 1.1, dotted arrow) [157] and F-actin [57] downstream 

of Gi serves to ensure that actin-rich pseudopods win this up-gradient territory. G12/13-

initiated uropod formation is therefore constrained to the side of the neutrophil with 

lower external fMLP [160].  Consistent with the need for neutrophils to be fast-moving 

first responders, this process happens quickly: ruffled pseudopods [175] appear within 20 

seconds of fMLP exposure [167], and the neutrophil becomes fully polarized by 2-3 

minutes of fMLP exposure [76, 152, 167].   

 The morphological change seen in neutrophil polarization is accompanied by 

functional changes along the cell's diameter. The positive feedback between PIP3, Rac, 
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and F-actin [157, 57] downstream of Gi also serves to increase sensitivity. As a result, the 

side of the neutrophil that initially forms PIP3-, Rac-, and actin-enriched pseudopods will 

more easily foster de novo pseudopod formation—thus pushing the cell forward [167, 

174]. In short, the Gi-initiated, F-actin-enriched, morphological "front" of the neutrophil 

serves as the leading edge. 

 The downstream myosin II of the G12/13 pathway does not  provide sensitizing 

positive feedback as seen in the case of PIP3, Rac, and F-actin in the Gi pathway [167]. 

Myosin II does, however, regulate the spatial localization of its upstream activator 

PDZRhoGEF [161], such that PDZRhoGEF, RhoA, Rho-associated protein kinase, 

myosin II, and actomyosin spatially reinforce one another. This regulation further 

enriches the uropod with actomyosin [161], thereby creating a spatially concentrated 

incompatibility for actin-rich pseudopod formation. Meanwhile, myosin contraction 

promotes retraction of the uropod across its substrate [31]. Thus, the G12/13-initiated 

"back" of a neutrophil becomes the trailing edge.  

 Experimentally, these morphological and functional changes of neutrophil 

polarization can be seen by placing a micropipette filled with fMLP in the vicinity of a 

previously unstimulated neutrophil. The neutrophil will break its symmetry by forming a 

pseudopod in the direction of the micropipette, and migrate toward the micropipette with 

the protrusion and retraction of more pseudopods [174, 167]. If the micropipette is then 

abruptly moved to the uropod at the now-established back of the neutrophil [167, 174], 

the cell cannot produce a pseudopod at that position [167, 174]. Instead, the neutrophil 

will either collapse to an unpolarized, rounded shape before repolarizing in the direction 
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of the micropipette, or perform a U-turn toward the micropipette [167, 174]. Therefore, 

the spatial segregation of cytoskeletal assemblies, which belies morphological 

polarization of the neutrophil, also informs the cell's chemotactic behavior.  

 This functional significance of polarization and chemotaxis, downstream of 

receptor-mediated directional sensing, can also be clinically observed in neutrophil actin 

dysfunction:  a disease caused by overexpression of a leukocyte-specific [83] intracellular 

actin-binding protein, LSP1 [54], which results in poor actin polymerization in 

neutrophils [141]. Neutrophils from neutrophil actin deficiency patients show a normal to 

increased reactive oxygen species burst in response to fMLP, suggesting that formyl 

peptide receptor signaling is intact [21]. Instead, downstream of directional sensing by 

formyl peptide receptors, the neutrophils display a complete lack of polarization when 

exposed to fMLP [21] and profoundly impaired chemotaxis [10, 21]. As a result of these 

defects in polarization and chemotaxis, patients suffer recurrent bacterial infections [10, 

54].  

 

Envisioning migration: Mathematics in both experimental analysis and modeling of 

cell behavior 

  From the vantage point of the tremendous body of work above, a current 

challenge is to understand how these many signaling components receive and coordinate 

signals to produce productive chemotaxis. Mathematics has often been viewed as an 

endpoint for experimental studies: experimentally measured biochemical constants for 

known interactions are incorporated into equations, which can then be tested for their 
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ability to recapitulate observed behavior. Recent advances have, however, allowed the 

emergence of a complementary approach: mathematics may be used to enhance 

experimental resolution and analysis. While traditional biological assays will continue to 

reveal important facets of neutrophil chemotaxis, chemotaxis is also a particularly 

suitable subject for mathematically fine-tuned experimental methods, for reasons which I 

discuss below. 

Spatial coordination 

 Although the segregation of signaling components is critical for chemotaxis, this 

spatial process is difficult to analyze; traditional methods such as Western blots [167], 

light scattering [114], and standard flow cytometry cannot provide spatial information. 

Recent complementary approaches allow quantitative characterization of this spatial 

information. Spatial cross-correlative analyses, for example, have allowed measurement 

of the distance from the cell edge at which GTPase activity peaked [90], showed that 

PI3K reinforces rather than produces protrusions in fibroblasts [158], and that N-BAR 

proteins are directly recruited to the plasma membrane by membrane-curving forces [39]. 

Analysis of the spatial compactness of cytoskeletal readouts of polarizing primary 

neutrophils identified differential paths of information flow [76] and the insulation of the 

back signaling from the front signaling by the microtubules [152]. Quantifying spatial 

parameters allows trends in probe localization to be not only identified, but also tested for 

statistical significance, thus opening a new arena of study. 
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 Meanwhile, clever image analysis has further been used to extract much more 

quantitative spatial information from the cell shape itself. Driscoll et al. used kymographs 

to study the evolution of cell shape, and found that Dictyostelium discoideum cells 

change shape via traveling curvature waves, possibly due to actomyosin dynamics [29]. 

Barnhart et al. [7] tracked contours and created edge velocity maps of keratocytes on 

substrates of different adhesion strengths. They found that keratocyte speed and shape 

have a biphasic dependence on adhesion strength, and that adhesion strength (without 

long-term adaptation) is sufficient for switching the migration behavior of cells. These 

authors’ methods transform cell shape itself into a rich resource for the study of cell 

migration. 

Timescales and cell-to-cell asynchrony 

 An additional difficulty in studying cell migration is achieving adequate temporal 

resolution, as the characteristic timescales of cell migration are very short. For example, 

neutrophils can rapidly transform extracellular cues into protrusive changes, creating 

actin ruffles within 20 seconds of initial chemoattractant exposure [175], and undergoing 

shape oscillations with a period of roughly 8 seconds [34]. This is in stark contrast to 

studies of other periodic behavior such as circadian clocks or stages of the cell cycle, 

where timescales may be on the order of hours to days. An offset of seconds between two 

migrating cells can be equivalent to a half-period shift. Readouts across a population of 

cells will thus be heterogeneous and hard to interpret in absolute time. Further, unlike cell 

cycle studies, in which cells may be synchronized with methods such as serum starvation, 
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the protrusion-retraction cycles of separately migrating cells are not synchronized with 

one another. Traditional biochemical assays may demonstrate whether one protein 

activates, inhibits, or does not affect another protein. However, to further explore the 

signaling behavior and functional implications of a biochemical circuit, the temporal 

coordination of the components must be studied. The study of migrating cells thus 

requires high temporal resolution and resourceful computational methods that circumvent 

the difficulty of interpretation caused by cell-to-cell asynchrony within a population. 

 Recent studies have addressed the issue of asynchrony with an elegant 

computational multiplexing approach: the activity of a probe and the edge movement of 

the membrane are read out from the same cell, and the relative time and distance between 

probe activation and cell edge movement is recorded. This approach thus allows one 

readout from many individual cells to be pooled, and pools may be compared for multiple 

probes to uncover the coordination of the proteins represented by the probes. This 

approach has recently uncovered the relative timing of GTPases within protrusions of 

fibroblasts [90], demonstrated the role of RhoGDI in the temporal regulation of 

RhoA[147], and predicted fluctuations of intracellular forces from the F-actin network 

[61]. Meanwhile, Marco et al. [92] developed a mathematical model to characterize the 

relations of several parameters of cell polarization, and then designed an experiment that 

tied in closely with their model. This model-directed experiment allowed extraction of 

different parameters, which are experimentally difficult to measure independently, and 

preserved context by allowing simultaneous measurement from the same timepoints and 
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individual cells. Specialized application of mathematics can permit both computational 

alignment of asynchronous events and synchronous extraction of parameters, and is thus 

especially powerful for the study of chemotaxis. 

Applying quantitative image analysis to current questions in neutrophil chemotaxis  

In this work, I apply quantitative image analysis to two questions within the field 

of neutrophil chemotaxis. First, I address the question of front/back insulation within 

polarizing neutrophils. Neutrophil polarity relies on local, mutual inhibition to segregate 

incompatible signaling circuits to the leading and trailing edges [167]. Mutual inhibition 

alone should lead to cells having strong fronts and weak backs or vice versa. However, 

analysis of cell-to-cell variation in human neutrophils revealed that back polarity remains 

consistent despite changes in front strength. How is this insulation achieved? 

Pharmacological perturbations and mathematical modeling revealed a new functional role 

for microtubules to insulate back phospho-myosin light chain 2 (pMLC2) localization 

from front F-actin fluctuations, by mediating positive, long-range crosstalk from front to 

back; loss of microtubules inhibits this insulation and results in anti-correlation between 

front and back signaling [152, 148]. Further, a systematic, computational search of 

network topologies found that a long-range, positive front-to-back link is necessary for 

back insulation. Thus, quantitative image analysis and modeling were used in this work 

to suggest a design principle that can be employed by polarity networks: short-range 

mutual inhibition establishes distinct signaling regions, after which directed long-range 

activation insulates one region from variations in the other.   
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Another question that I explore is the regulation and role of ERK (extracellular 

signal-regulated protein kinase) in neutrophil chemotaxis.  The mitogen-activated protein 

kinases ERK1/2 have recently been implicated in switching fMLP-concentration-

dependent migration from directional to circuitous. Recent controversy has further arisen 

over whether ERK1/2 are necessary for [103] or inhibit [85] neutrophil migration. Here, I 

used the selective inhibitors PD0325901 and SCH772984 to demonstrate that ERK1/2 are 

absolutely required for neutrophil migration. Additionally, I showed with BIRB-796, 

VX-702, and SB203580 that p38 modulates the response of ERK to fMLP, but that p38 

by itself is dispensable for directional migration. Together, my data demonstrate that 

fMLP activates ERK1/2 in gradated responses, that p38 modulates the decay of these 

responses back toward baseline, and that ERK1/2 support neutrophil chemotaxis toward 

fMLP.  
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CHAPTER TWO 

Identifying network motifs that insulate front-to-back signaling  

in polarized neutrophils 

 

 

Introduction 

 Neutrophils are fast-moving first responders of the immune system that are 

essential for the innate response against invading pathogens. Upon stimulation with 

chemoattractant, neutrophils adopt a polarized morphology by forming a protrusive F-

actin-enriched leading edge ("front") and a contractile myosin-enriched trailing edge 

("back"). A large body of work has identified many biochemical components and 

interactions within the neutrophil polarity network and placed them into distinct Gi-

mediated "front" and G12/13 back signaling modules (Fig. 2.1A) [144, 167] whose 

activities regulate the behaviors of the morphological front and back. These studies 

suggest a core network motif in which local mutual inhibition between front and back 

establishes spatially segregated domains [167], whereas front positive feedback is a 

driving force in maintaining polarity [57, 157].   

 How might this core motif of mutual front-back inhibition and positive front 

feedback affect the relation between front and back signaling? On the one hand, the 

positive feedback loop in the front should permit front signals to overpower and strongly 
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diminish back signals in their inhibitory “tug of war” within the cell [148, 160]; this 

suggests an anticorrelated trend between the back and front (Fig. 2.1B, top) [148]. On the 

other hand, a long-range positive link from the front module to the back module has been 

observed (Fig. 2.1B, bottom, blue arrow) [79, 148] and has been proposed to promote 

front-back balancing by creating proportionate increases in the back signaling pathway, 

following activations in the front signaling pathway [148]; this suggests a positively 

correlated trend between the front and back activation (Fig. 2.1B, bottom right). 

 Here, we explored these possibilities by studying the natural variation of 

downstream readouts of the front (F-actin) and back (pMLC2) modules in populations of 

polarized primary human neutrophils. We performed quantitative image analysis to 

extract measures of signaling phenotypes (activity and localization) of each of these 

readouts. We found that the relation between front and back signaling neither 

anticorrelated nor positively correlated, as originally postulated. Instead, back signaling is 

surprisingly constant across a wide range of front signaling levels (Fig. 2.2 and fig. 2.S1), 

i.e., the back is insulated from the front. 

 How is this insulation achieved? Past experimental studies have uncovered 

evidence that microtubules could act as an intermediate for long-range communication 

between the front and the back of polarized neutrophils [79, 118]. We analyzed 

neutrophils with pharmacologically disrupted microtubules and found that microtubules 

additionally play a strong role in insulating back signaling from front signaling. However, 

they appear to do so predominantly via their effect on the localization but not the activity 
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of phosphorylated myosin. Experimental disruption of microtubules uncovered an 

anticorrelated trend between front activity and back localization. These data suggest that 

pMLC2 insulation depends on the role of microtubules in positively regulating transport 

[148, 168] rather than the inhibitory sequestration  of back activators [168]. Thus, 

although the importance of microtubules in front-back communication has been 

established, we demonstrate here an unanticipated role of microtubules in protecting the 

localization of G12/13-mediated pMLC2 activation from variations in Gi-mediated front 

signaling. 

 To computationally test whether microtubule-mediated regulation is sufficient to 

create insulation of pMLC2 localization, we developed a conceptual mathematical model 

of the core neutrophil network motif of front-module positive feedback coupled with 

front-back mutual inhibition. Our model of this core motif recapitulated the anticorrelated 

trend between front and back observed in microtubule-disrupted neutrophils, but the 

addition of a microtubule-mediated positive link from front to back helped to restore 

pMLC2 insulation. Finally, because the core motif of front positive feedback and front-

back mutual inhibition is a conserved topology among various types of migrating cells 

[20, 146], we asked what additional links to the core motif could insulate back signaling. 

We systematically searched over network topologies [20, 89] containing the core motif 

and found within this collection that all topologies that recapitulated back insulation 

necessarily contained a positive long-range link from front to back. Together, our work 

demonstrates that (1) back signaling in neutrophils is surprisingly insulated from 
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variations in front signaling, (2) microtubules play an essential role in insulating the 

localization of back signaling and achieve this insulation primarily via back activation, 

and (3) a long-range positive link might be a general design principle for insulating 

spatially segregated signaling domains created via mutual inhibition. 

 

Results 

Front and back signaling phenotypes in polarized neutrophils 

 Previous studies have shown that analysis of cell-to-cell variability can reveal 

topological properties of signaling networks [15, 60, 73, 77, 120]. Here, we used this 

approach to examine how the back module (as read out by pMLC2) varies with respect to 

the front module (as read out by F-actin) within populations of polarized neutrophils. To 

reduce experimentally induced variability, we made use of primary human neutrophils, 

which exhibit a higher synchrony of chemotactic responses than cell lines like neutrophil-

like HL-60s, and we studied natural fluctuations rather than using genetic or 

pharmacological disruptions [167, 148] to the front or back modules. 

 The strength and the spatial localization of signaling components of the neutrophil 

polarity network are regulated in different orders [76]. Thus, we measured cell-averaged 

intensities of F-actin and pMLC2 (Fig. 2.2A cartoon, horizontal axis) and also quantified 

the spatial localization patterns of F-actin and pMLC2 by computing their “spreadness,” 
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defined as the degree to which the brightest pixels for each marker were close together 

(low spreadness value) or far apart (high spreadness value) within each individual cell 

(Fig. 2.2A cartoon, vertical axis; see also supplementary methods for mathematical 

definition) [75]. Spreadness corresponds to the amount of area that within the cell that a 

marker takes up; in general, a measurement of low spreadness indicates a more polarized 

state, whereas a measurement of high spreadness indicates a less polarized state. 

Together, measurement of intensity and spreadness provided readouts of activity and 

polarity phenotypes for front and back modules. 

 Neutrophils produce and retract transient, actin-rich pseudopods as they explore 

their environments [174]. How does the back respond to these constant changes in the 

front? From our thousands of individually measured cells, we created density plots for 

simultaneously measured intensity and spreadness measures for both the pMLC2 and F-

actin readouts. To assess front influence on the back, we calculated and plotted regression 

lines (Fig. 2.2A, top; figs. 2.S1A and 2.S1B, black lines). Inspection of one of the four 

readout pairs, namely front spreadness versus back spreadness, showed a positive 

correlation. However, for the other three readout pairs, pMLC2 signaling appeared 

remarkably constant across the natural range of F-actin signaling. This observation raised 

the question of what network interactions within chemotactic neutrophils enable this 

insulation of pMLC2 from F-actin variations, despite known inhibitory interactions of F-

actin on the back signaling module [167]. 
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A functional role for microtubules in insulating pMLC2 localization from F-actin 

fluctuations 

 Previous studies have demonstrated crosstalk between microtubules and the front 

and back modules [76, 79, 118, 168, 148]. We therefore wondered whether microtubules 

play a role in creating the insulation we observed in the back module. To investigate this 

possibility, we pretreated neutrophils with nocodazole, a microtubule-depolymerizing 

drug, for 30 min before fMLP stimulation and searched for front-back relations that 

showed significant changes upon drug treatment (Figs. 2.2A and 2.2B). To only partially 

disrupt microtubule functions, we chose a nocodazole concentration (9 μM) that is lower 

than typical treatment conditions previously used to study neutrophil chemotaxis [168] 

and only partially reduces tubulin-staining intensity [76]. 

 We quantified the effects of microtubule disruption in two ways. First, we 

compared the regression slopes between back and front signaling in control and 

nocodazole-treated cells. We found that disruption of microtubules via nocodazole 

significantly altered the correlation between back (pMLC2) spreadness and front (F-

actin) intensity (Fig. 2.2C), but not for the other three pairs of front-back phenotypes (fig. 

2.S1C, top). Specifically, for nocodazole-treated cells, we observed a significant change 

in anticorrelation (5.7-fold change to slope) between F-actin intensity and pMLC2 

spreadness. Second, we measured variability based on the scatter of back phenotypes for 

given values of front phenotypes (i.e., the dispersion of back phenotypes along the 

regression line; Fig. 2.2C, gray vertical arrow). Variability increased significantly in the 



19 

 

nocodazole-treated condition for both F-actin intensity and F-actin spreadness versus 

pMLC2 spreadness (2.72- and 2.64-fold changes, respectively) (Fig. 2.2C, bottom; fig. 

2.S1C, bottom). We noted that these trends were not due to increased variability in fMLP 

response times (fig. 2.S2A; in fact, nocodazole-treated cells had a tighter distribution of 

peak response times than control cells), nonuniform drug effects (fig. 2.S2B), 

morphological changes, or the number of bins used in computing slope (data not shown). 

Nocodazole treatment therefore highlighted a role for microtubules in keeping pMLC2 

insulated from the inhibitory interactions of F-actin on pMLC2 and its upstream 

activators.  

 We further confirmed this loss of pMLC2 insulation with two other microtubule 

inhibitors, vinblastine and taxol (n = 6 replicates each; fig. S3; Table 2.1). Although 

vinblastine and taxol work quite differently from one another—vinblastine destabilizes 

microtubules and blocks microtubule-based transport, while taxol hyperstabilizes 

microtubules and leaves transport intact [81]—both drugs disrupted insulation of pMLC2 

localization against variations F-actin intensity, while maintaining the insulation of 

pMLC2 intensity (from variations in either F-actin readout) (Fig. 2.2C and fig. 2.S1C). 

Reassuringly, no apparent loss of pMLC2 insulation was observed for cells treated with 

Akt1/Akt2 inhibitor (Akti), a drug that does not target microtubule machinery (Fig. 2.2C 

and fig. 2.S1C). Taken together, our data suggest that microtubules play a role in keeping 

the localization of back signaling consistent across the physiological range of F-actin 

signaling variations. 
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 Next, we examined our control (non-drug-treated) cells to see whether natural 

variation in microtubule properties could reveal similar trends. We reanalyzed our images 

of non-drug-treated cells, ranked the control cells by the intensity or spreadness of 

microtubule staining, and studied the degree of insulation seen in the top and bottom 5% 

of the ranked cells. Cells in the top and bottom 5% of microtubule intensity showed 

similar abilities to insulate back pMLC2 localization from changes in front F-actin levels 

(Fig. 2.2D, bottom). However, the 5% of cells with the lowest microtubule spreadness 

showed remarkably consistent back localization, whereas the 5% of cells with the most 

microtubule spreadness showed dramatically increased variability (Fig. 2.2D, top). Taken 

together, our analysis of both natural and drug-induced perturbations of microtubules was 

consistent with the conclusion that the localization of microtubules is more important 

than the total mass of microtubules for creating back pMLC2 insulation.  

 An intriguing and unresolved question posed by previous work is whether 

microtubules predominantly act positively or negatively on the back module [168]. In the 

case of an activating role, microtubules were speculated to direct the transport of GEFs to 

the back; whereas in the case of an inhibiting role, microtubules were speculated to 

sequester these GEFs. In case of inhibitory sequestration of back-activating GEFs, a loss 

of microtubule mass would be expected to cause an increase in pMLC2 intensity by 

releasing GEFs throughout the cell. However, loss of microtubule mass via nocodazole 

treatment did not significantly alter the average pMLC2 intensity (Fig. 2.2A, left side), 

even though this dose of nocodazole was sufficient to cause a severe disruption in 
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pMLC2 localization (Fig. 2.2A, right side). This lack of change in pMLC2 intensity in 

nocodazole treatment argues against the sequestration model, and is consistent with our 

natural variation data, which showed that variations of microtubule mass (within a natural 

range) do not affect pMLC2 insulation (Fig. 2.2D, bottom). Together, these data suggest 

a positive and spatial role for a microtubule-mediated link in regulating back localization, 

consistent with transport of back-activating factors.  

A conceptual mathematical model for investigating the role of microtubules in insulating 

back signaling localization  

 Is the network topology suggested by the experimental findings (mutual inhibition 

between front and back, a positive feedback loop in the front, and microtubules acting 

positively in a spatially dependent manner on the back) sufficient to produce the 

experimentally observed insulation of back polarity against front intensity? On one hand, 

one may see intuitively that microtubule-mediated activation of the back (implicated 

above) may counter mutual inhibition between the front and back. On the other hand, it is 

not clear whether the addition of this positive long-range link is sufficient to explain the 

observed insulating effect. Therefore, we made use of mathematical modeling to 

investigate the behavior that emerges from links among the front, back, and microtubules. 

 We chose a conceptual and phenomenological rather than a mechanistic and data-

driven approach for modeling network interactions (see also Appendix A for discussion 

of conceptual versus data-driven modeling) because many detailed network parameters 
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are still unknown, and our primary goal was to understand the fundamental behaviors 

emerging from our identified network interactions [125, 172]. We note that this modeling 

effort is not intended to build an “end-to-end” model of neutrophil chemotaxis that 

predicts the entire process from chemoattractant sensing to symmetry breaking to 

motility. Rather, we focused on how neutrophils stabilize their asymmetry once 

asymmetry is established. 

 Many mathematical models have been proposed to investigate potential 

mechanisms underlying the initial symmetry breaking that establishes polarity in a cell 

[40, 58, 62, 67, 82, 94, 110, 116, 115, 109, 166, 156]. To model the core motif, we chose 

as our starting point a previously developed model for neutrophils in which front and 

back distributions evolve via a system of mass-conserved, reaction-diffusion equations 

(Fig. 2.3A, top left, gray-shaded background) [116]. This model captured the 

establishment of polarization for front and back signaling domains on a cell membrane 

represented as a one-dimensional interval, with stimulant presented in a spatial gradient. 

We modified this model as follows (Table 2.2). First, we simplified the model to capture 

interactions between a single front and a single back component. Second, we extended 

the model so that the spatial distributions of front and back were simulated on a one-

dimensional circular (rather than an interval) cell membrane. Third, to mimic the 

conditions of our experiments conducted on human neutrophils, we allowed cells to 

spontaneously polarize in a uniform but noisy stimulation field rather than a gradient. 
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 To simulate naturally occurring variability, we generated populations of “virtual” 

cells by randomly sampling parameters of the core motif within a small (1.5-fold) range 

of their nominal values [116] (Table 2.2). We additionally varied the total concentration 

of the front module over a larger (4-fold) concentration range to mimic variation to front 

signaling. In total, we generated 6,000 cells (1,000 per each of six front concentrations). 

As proxies for front intensity and back polarity, we computed the area under the front 

concentration curves (front area) and the width at half-maximal range of the back 

concentration curves (back width), respectively. Based on these simulations, we found 

that increased front concentrations resulted in decreased back widths, which led to a 

pronounced anticorrelation between front and back (Fig. 2.3C). These results were 

consistent with our experimental observations of cells with disrupted microtubules (Fig. 

2.2B, bottom right; Fig. 2.2D, right). 

 A large body of computational work has also proposed detailed mathematical 

models of microtubules [30, 38, 101, 149] and examined their functions in different 

contexts, such as chromosomal spindle organization [42, 88] and the establishment of 

polarity in leukocytes [6, 58]. For our phenomenological model, we focused on 

experimental findings related to the distribution of microtubules and the role of 

microtubules in transporting back activators. First, in unstimulated primary human 

neutrophils, microtubules are uniformly distributed, but after neutrophils are stimulated 

with chemoattractant, microtubules are rapidly excluded from the front and reorient to the 

sides and backs of cells [32]. Second, microtubules are involved in the activation and 
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spatial distribution of back signaling components. As mentioned previously, microtubules 

locally deliver GEFs, some of which regulate localization of RhoA signaling activity [8, 

126, 161]. Based on these experimental findings, we modeled two interactions between 

microtubules and the core polarity motif: exclusion of microtubules from the front, and 

microtubule-based activation of the back (Fig. 2.3A and fig. 2.S4A). Together, these two 

interactions constituted a long-range, positive link from front to back. 

 Our inclusion of microtubule interactions required an additional six parameters: 

exclusion, the strength of front-driven exclusion of the microtubules (θ); activation, the 

strength (kM) and the spatial range (σ) of microtubule-based back activation; and 

microtubule distribution, the total number of microtubule cables (NMT), the rate of 

microtubule repositioning (λ), and the minimum separation between individual 

microtubules (δ). In our model, the locations of microtubule cables were represented 

simply by the positions of their tips on the cell membrane (Fig. 2.3A, top right, blue 

circles). 

 Could our extended model with microtubule interactions recapitulate the 

experimentally observed insulation of back pMLC2 (Fig. 2.2B)? In our simulations, we 

started with uniform distributions for front and back and uniformly randomly chosen 

microtubule tip positions. During the simulation, cells rapidly underwent random 

symmetry breaking: front and back components self-organized into distinct signaling 

domains on the cell membrane, whereas microtubule tips also broke their uniform 

distributions to reorganize themselves toward the back (Fig. 2.3B, top). We found that in 
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the presence of microtubules, the slope decreased by ∼46%, and variability decreased by 

∼35%. (In general, decreasing model parameters that helped deliver or spread back 

activation decreased back insulation [data not shown].) Thus, consistent with our 

experimental findings, our numerical studies suggested that the addition of a positive, 

long-range link mediated by microtubules could help to insulate back localization from 

front intensity variations within a cell and reduce variability of back signaling 

localization from cell to cell. 

Systematic search for network topologies that insulate back from front 

 An intriguing question is whether the ability to insulate the back could be 

obtained by adding different links, or combinations of links, to this motif. The 

segregation of polarity network proteins to opposite poles in various migratory cells is 

regulated by a circuit containing positive feedback and mutual inhibition [20, 146]. We 

performed a systematic computational search of network topologies [20, 89, 73] to gain 

insight into how combinatorial additions of links to the core motif could insulate back 

polarity (Fig. 2.4A and fig. 2.S4B). 

 To identify general principles (and to make this search computationally tractable), 

we simplified and abstracted mechanisms of feedback and crosstalk. We again began 

with our modified model of the core motif. We implemented both positive and negative 

long-range interactions between front and back, using either a direct or indirect long-

range link. We additionally considered local positive or negative feedback at the back. 
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We excluded network topologies that would have simply altered the strength of any 

existing link within the core circuit such as combining negative and positive links at the 

front. The set of all possible nonredundant additions to the core topology contained 6 

topologies with one additional link, 12 topologies with two additional links, and 8 

topologies with three additional links (Fig. 2.4B and fig. 2.S4C). We chose interaction 

strengths for these additional links that were large enough to have a noticeable effect 

compared with the reference model yet not so large as to eliminate polarization or 

overpower the original core topology (Table 2.3). 

 As before, we randomly generated virtual cells (n = 1,000) and measured the 

width of back signaling in polarized cells. To compare insulation performance, we again 

extracted the regression slope of front area versus back width from the scatterplots and 

the variability of back width along the regression line. We then computed the relative 

regression slopes or variabilities as measured by the logarithm of the ratio between these 

values for an extended model and the core motif. A value of zero meant that the model 

offered no change to regression slope or variability. A positive value indicated increased 

insulation capabilities, while a negative value indicated diminished insulation 

capabilities. Interestingly, we found that only the topology containing a long-range front-

to-back positive interaction improved back insulation based on both metrics (Fig. 2.4B, 

topologies with green-shaded background). For certain network topologies, the front 

component overwhelmed the back by occupying a large portion of the cell membrane and 
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restricting the back to a small area regardless of parameter; we discarded these topologies 

from further analysis changes (Fig. 2.4B, topologies with gray-shaded background). 

 Our study also revealed that the directionality of the additional long-range link is 

important: the addition of a reversed long-range positive link from back to front did not 

insulate back width. This was due to pre-existing asymmetries in the core motif, namely 

positive feedback at the front, and a greater total amount of front than back components 

(based on existing literature [99]; Table 2.2, u2 versus u4). As a consequence, models 

with symmetric topologies (with respect to front and back) need not have similar 

insulation performance in our simulations. We further observed that the network with an 

additional back negative feedback link resulted in a significant loss of polarization. In this 

case, an inhibitory strength that was relatively weak (compared with the positive 

feedback link) was required to achieve a reasonable polarization rate; hence, the 

insulation performance of this topology was similar to that of the reference model. 

Finally, we observed that similar results were obtained regardless of whether we modeled 

the long-range links as direct (Fig. 2.4C) or indirect (Fig. 2.4D) connections between 

front and back. Taken together, all topologies in our computational search that 

recapitulated back insulation necessarily contained a positive long-range link from front 

to back. Thus, short-range negative crosstalk establishes spatially segregated front and 

back signaling domains, whereas long-range positive crosstalk insulates the back from 

changes in front signaling. 
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Discussion 

 Although mutual inhibition has been established as a front-back signaling network 

motif responsible for symmetry breaking, several unexplored questions have remained, 

including how the front and back modules vary with respect to one another and how 

cellular asymmetry is maintained despite those variations. To investigate these questions, 

we analyzed naturally occurring variation in the relations between downstream readouts 

of front (F-actin) and back (pMLC2) signaling observed within tens of thousands of 

individually polarized primary human neutrophils. We found (for three out of our four 

phenotype pairs) that back signaling is insulated across a wide range of naturally varying 

front signaling levels. However, disruption of microtubules by nocodazole revealed 

significant increases in anticorrelation and/or variability of back signaling localization 

with respect to front signaling. This result shows that front-back mutual inhibition 

operates as a core motif in microtubule-disrupted cells and that the presence of 

microtubules is required to insulate back polarity. 

 Microtubules are known to be essential for proper regulation of the back module. 

However, it has been unclear what signaling behaviors of the front and back module 

emerge from microtubule regulation of the back—or even whether this regulation is 

primarily activating [118, 148, 168] through mechanisms such as spatially localized 

microtubule delivery of GEFs [112] or whether this regulation is suppressing [168] 

through polymerized tubulin acting as a passive, global sink for GEFs. Our studies of 

natural variation in polarizing primary human neutrophils show that microtubules insulate 
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the localization but not the global intensity of pMLC2 signaling, with microtubules 

primarily activating rather than suppressing the back. Computational studies of a 

conceptual polarity circuit, in which microtubules are excluded by the front and transport 

Rho activators to the back, recapitulate the insulation that we experimentally observed. 

Together, these studies provide a model for how microtubules could mediate a positive, 

long-range link from front to back. 

 How does this specific role of microtubules fit in with previous reports of 

neutrophil chemotaxis after microtubule disruption? We note that, in our nocodazole-

treated cells, we did not observe a global change in pMLC2 intensity after 3 min of fMLP 

exposure, whereas an increase was previously reported for RhoA-GTP after 1 min of 

fMLP exposure [168]. This may be due to our choice of a further downstream readout 

(pMLC2 versus RhoA-GTP) or our lower dose of nocodazole (9 μM) compared to higher 

[43] doses previously used (25 μM [161] or 20 mM [168]). Depolymerization of 

microtubules with a high dose of nocodazole could release a global “cloud” of activating 

GEFs, altering both the intensity and localization of front and back readouts. Such an 

alteration could produce a dramatic phenotype, but the cause of the phenotype may be 

hard to dissect because both sequestration and delivery would be simultaneously lost. 

 Does the addition of a positive, long-range front-to-back link to the neutrophil 

core polarity motif provide a general solution to insulate back signaling? Could other 

combinations of links provide similar insulating? Previous systematic searches through 

network topologies have provided a powerful approach for identifying network design 
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principles and guiding future experimental searches [43, 89, 150]. Our computational 

studies predicted that the addition of a long-range front-to-back link insulates back 

localization from variation of front activity and that other topologies that insulate back 

signaling also contain this link. Importantly, in the absence of a long-range front-to-back 

link, back signaling was predicted to be anticorrelated with front signaling, which is not 

experimentally observed in control neutrophils but is observed in microtubule-disrupted 

neutrophils. The complete set of signaling components and measured parameters 

responsible for this phenomenon are not yet fully known. Thus, the modeling approach 

we took was conceptual. More refined models, incorporating larger numbers of 

components and measured parameters, can be used in the future to guide experimental 

investigations of mechanisms in neutrophils as well as in other cell types that create 

spatially segregated signaling domains through mutual inhibition. 

 The design of a molecular network constrains signaling behaviors. Here, in 

polarized human neutrophils, we have taken a reverse-engineering approach: we inferred 

network topology by observing cell-to-cell variation and asking which networks permit 

observed ranges of behavioral variability. Such analysis may reveal trends that may not 

be visible by studying one component alone, one phenotype alone, or population 

averages. Similar reverse-engineering analyses will be useful for identifying core 

network motifs operating in other biological systems and understanding their behavioral 

consequences. 

 



31 

 

Materials and methods 

Isolation of primary neutrophils from human blood 

 Human neutrophils were isolated as previously described [11]. In brief, 

neutrophils from venous blood of a single healthy donor were purified by dextran 

sedimentation and density-gradient centrifugation with Ficoll (GE Healthcare; #17-5442-

02). Contaminating red blood cells were removed by hypotonic lysis. 

Chemotactic assay for drug-treated cells 

 Purified human neutrophils were plated into 96-well Nunc glass plate (Fisher; 

#12-566-35), precoated with fibronectin (BD Bioscience; #354008), at a density of 

∼10,000 cells per well. Cells were incubated at 37°C with 5% CO2 for 20 min before 

adding drugs. The concentrations for each drug were as follows: 9 μM for nocodazole 

(Sigma-Aldrich; M1404), 5 μM for taxol (Sigma-Aldrich; T1912), 20 μM for vinblastine 

(Sigma-Aldrich; V1377), and 10 μM for Akti (Fisher; #124018). These concentrations 

were chosen based previous titration curves [76], performed to determine the lowest dose 

at which a noticeable change was seen in the drug target. All experiments had multiple 

repeats (nocodazole, n = 10; taxol, n = 6; vinblastine, n = 6; Akti, n = 6) that were 

performed on at least 3 different days, including four repeats on a single day for each 

condition. Each replicate experiment had two replicate wells, which were pooled for 

subsequent analysis. After incubation with drugs for 30 min at room temperature (RT), 

cells were uniformly stimulated with 10 nM fMLP for 2 or 3 min at 37°C before 

formaldehyde fixation. 
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Immunofluorescence assay 

 Human neutrophils were fixed and permeabilized after fMLP stimulation. The 

primary antibodies, anti-pMLC2 (Cell Signaling Technology; #3675) and anti-α-tubulin 

(Cell Signaling Technology; #2144), were added to each well for overnight incubation at 

4°C. After three washes, cells were incubated with secondary antibodies conjugated with 

Alexa Fluor 488 (Invitrogen; A11055) and Alexa Fluor 546 (Invitrogen; A10040) for 2 hr 

at RT to fluorescently label pMLC2 and α-tubulin, respectively. To label F-actin and 

DNA, cells were incubated with Alexa Fluor 647-conjugated phalloidin (Invitrogen; 

A22287) and Hoechst 33342 (Invitrogen; H1399), respectively, for 30 min at room 

temperature followed by three washes. 

Image acquisition for fixed-cell assay 

 All fluorescence images were acquired using a BD Pathway 855 Bioimager (BD 

Biosciences) equipped with laser autofocus system, Olympus 40× objective lens, and 

high-resolution Hamamatsu ORCA ER CCD camera using 1 × 1 camera binning. Image 

acquisition was controlled by AttoVision v.1.5 (BD Biosciences). 

Image quality control 

 We manually inspected all fluorescence images and discarded those presenting 

obvious anomalies (e.g., focus issues and abnormal fluorescence staining). Images with 
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poorly segmented cells were resegmented with manually optimized segmentation 

parameters. 

Identification of cellular regions 

 Image background correction was done using the National Institutes of Health 

ImageJ software [134]. Cellular regions were determined using a watershed-based 

segmentation algorithm that first retrieved nuclear regions using DNA staining, and then 

combined multiple cytosolic region markers to identify cellular boundaries. To account 

for the polymorphonuclear nature of neutrophil nuclei, we used a segmentation algorithm 

that automatically merged multiple segmented regions into one cell to avoid 

oversegmentation [75]. Cellular regions located at the edge of an image or sharing long 

boundaries with neighbor cells were also discarded to avoid erroneous characterization of 

polarization patterns. 
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Supplementary methods 

Validation of drug-response synchrony 

 To capture response synchrony (fig. 2.S2A), freshly harvested human neutrophils 

were plated into 96-well Nunc glass plates pre-coated with fibronectin. Cells were 

incubated at 37°C for 20 min followed by 30 min treatment with nocodazole or DMSO at 

room temperature before imaging under a Nikon Ti-E inverted microscope (Nikon) 

equipped with a Nikon Plan Apochromat 20x objective lens, Photometrics Cool-SNAP 

HQ camera using 1x1 camera binning, and Nikon Elements software. A temperature-

control chamber set at 37°C with 5% CO2 was installed on the microscope for live-cell 

imaging. After addition of 10 nM fMLP, differential interference contrast images of cells 

were captured for 3 minutes at 6-second intervals. 

 To track morphology of individual neutrophils during polarization, manual 

segmentation was performed using Fiji TrakEM2 plug-in [17, 133, 129]. We followed 

cells from all locations in the image that satisfied the following criteria: (i) the entire cell 

remained visible across all movie frames; and (ii) the cell was not in a crowded area with 

many neighbors that could affect its morphological change and motility. After 

determining the location of a cell (by identifying its boundary) across all time frames, we 

extracted the coordinates of its geometric center. 

 To verify that increased phenotypic variability in nocodazole-treated cells was not 

simply due to uneven responses to drug treatment, control and nocodazole-treated cell 
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populations were partitioned into p equal-size bins of increasing total microtubule 

intensity. The coefficient of variation for each phenotype was then computed within each 

partitioned group. In general, the coefficients of variation for almost all phenotypes were 

higher for the nocodazole-treated population than the control population, regardless of the 

number p of groups into which the cells were partitioned (fig. 2.S2B). 

Z-sections of polarized neutrophils 

 To confirm that the spatial pattern of both front and back readout markers in 

epifluorescent images are representative of their actual distribution inside the whole cell, 

confocal images were taken at sequential z-sections with 2μm intervals from the top to 

bottom of each sample (Fig. 2.S2C). We observed that most of the signal was 

concentrated within the region z3 to z5 (central sections of the cell) where epifluorescent 

images are normally taken. 

Cellular Feature Extraction 

 Single-cell analysis was performed on thousands of cells (Table 2.1). For each 

segmented cellular region and readout for front (F-actin) or back (pMLC2), we extracted 

the average intensity and the spreadness. Average intensity was defined as the sum of all 

pixel values within a cell, divided by the area of that cell [75, 76]. Spreadness was 

defined based on the average pairwise distances among the brightest pixels, Dα, as 

defined in previous work [75]. After visually inspecting images of fMLP-stimulated 

neutrophils, we empirically defined spreadness of F-actin based on the top 10% brightest 
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pixels, as these most closely matched the size of the F-actin enriched region. Similarly, 

we used the top 25% brightest pixels to define spreadness of pMLC2. To normalize 

spreadness, we defined its upper and lower bounds, sU and sL, respectively. The variable 

sU is the average distance among the same number of pixels uniformly distributed along 

the cellular boundary. On the other hand, sL is the average distance among the same 

number of pixels when they are all clustered together. For simplicity, we estimated sL by 

arranging the pixels as much as possible into a square form. The normalized spreadness 

was computed as:  

 

Computing slope and variability of back versus front phenotypes 

 Given a pair of front and back phenotypes, pF and pB, cells were sorted by 

increasing values of pF and partitioned into Q (=5) bins (m1, m2, ..., mQ) with equal 

numbers of cells. This process was repeated for each of the R replicate experiments per 

condition: 

 

The bins were normalized so that the middle (third) bin had unit value:  
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For slope, the mean value of each bin was computed, and the MATLAB built-in function 

“regress.m” was then used to compute a regression line through these means.  

 We estimated variability by (1) sorting all values by their height difference to the 

regression line; (2) shifting the height of the best-fitting regression line up or down to 

coincide with the two data points at the 90th or 10th percentiles of this height measure, 

respectively; then (3) reporting the height difference between the two shifted lines.  

Mathematical model of the core polarity network 

 Our model used mass-conserved, reaction-diffusion equations, modified from a 

previously proposed [116] mathematical model based on Bourne's qualitative model of 

neutrophil polarization by mutual inhibition between divergent "front" and "back" 

pathways [167]:  
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where variables were defined as follows:  

S: stimulus concentration 

u1: concentration of active front signaling component 

u2: concentration of inactive front signaling component  

u3: concentration of active back signaling component 

u4: concentration of inactive back signaling component 

D1, ... , D4: the diffusion coefficient for these four signaling components 

ki1: deactivation rate of front signaling component 

ki3: deactivation rate of back signaling component 

kS1: activation rate of front signaling component  

kS3: activation rate of back signaling component 

k11: positive feedback rate of front signaling component 

k13: inhibition rate of front module by back module 

k31: inhibition rate of back module by front module 

Mathematical model of microtubule-mediated activation of back module 

 To test the sufficiency of microtubule-mediated transport of back-activators, the 

above core model was extended to an "M-network" via the modifications below:  
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Here, the microtubule-mediated back activation, M, was defined by:  

 

where variables were defined as follows:  

NMT: number of microtubule cables, set initially at 30, and randomly varied from 

5-60, based on reports that the number of microtubules in polarizing human 

neutrophils varies from 25-40 [32, 132]. 

kM: strength of microtubule-mediated back activation 

σ: extent of local activation of the back signaling circuit by each individual 

microtubule tip. (The zone of activation was modeled by a Gaussian distribution, 

centered on the location of the microtubule tip, and σ was defined as the standard 

deviation of that distribution.) 

λ: fall-off rate (modeled exponentially) of microtubules from their sites of 

attachment 

δ: minimum distance between microtubule tips 

θ: nonlinearity exponent of the actin-driven exclusion of microtubules from the 

front of the cell  
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General network topology search 

 The mathematical model was further modified to include long-range, activating 

links. Links could be "direct," modeled into "D-networks" with the below equations: 

    

(where k351 is the front-to-back activation rate, k153 is the back-to-front activation rate, 

and η is a scalar controlling the strength of the link)  

 

or "indirect," through a fast-diffusing intermediate, and modeled into "I-networks" as 

below: 
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where variables are defined as:  

u5: concentration of the fast-diffusing intermediate 

D5: diffusion rate of the intermediate 

ki5: deactivation rate of the intermediate 

k15: activation rate of the front by the intermediate 

k51: activation of the intermediate by the front 

k35: activation of the back by the intermediate 

k53: activation of the intermediate by the back  

Simulation based on these equations allowed systematic assessment of the insulation 

performance of different network topologies.  
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Figures 

 

Figure 2.1. Neutrophil polarity network. (A) Simplified schema of the core neutrophil 

network motif of mutual inhibition between the front (red-shaded region) and back 

(green-shaded region) signaling modules together with positive feedback at the front. (B) 

Cartoon illustration of potential relationships between front (F) and back (B) signaling for 

the core network motif without (top) or with (bottom) a long-range positive link from 

front to back (blue arrow). 
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Figure 2.2. Microtubules insulate back pMLC2 localization against varying front F-actin 

levels in polarized human neutrophils. (A) Density plots suggest that depolymerization of 

microtubules with nocodazole (Noco) reduces the ability of back spreadness to be 

insulated from changes in front intensity in fMLP-stimulated human neutrophils. (B) 

Representative images of neutrophils treated with or without nocodazole (left to right, 

low-to-high F-actin intensity). Red indicates F-actin, and green shows pMLC2. Scale bar, 

10 μm. (C) Summary of regression slope (top) and variability (bottom) between front 

intensity and back spreadness in replicates of control (Ctrl) and drug-treated cells. Box 

plots illustrate median values (center lines) and 25th and 75th percentiles (box edges) 

across replicate experiments. The vertical lines extend to the most extreme data points not 
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considered outliers (minima and maxima whiskers). Outliers are plotted individually (red 

“+”). *p < 0.01, Wilcoxon’s two-sided rank sum test. Vin, vinblastine. (D) Density plots 

(right column) of non-drug-treated control cells (as in A, top right) overlaid with 

scatterplot of cells ranked in the bottom 5% (magenta points) or top 5% (blue points) 

based on intensity (bottom) or spreadness (top) of microtubule staining (MT). Probability 

plots (left column) reflect densities of scatterplots at right. Gray curve reflects overall 

population density. 

 

 

Figure 2.3. A mathematical model of microtubule interactions with front and back 

modules reveals a role for insulating localization of back signaling. (A) Illustration of the 

neutrophil polarity model featuring interactions among front (red), back (green), and 

microtubules (M; blue). Top-left view shows that two additional interactions were added 

to the “core” motif accounting for the exclusion of microtubules from the front and 
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microtubule-mediated activation of the back. Top-right view and table present the 

parameters used to model microtubule-mediated front-to-back interaction. (B) Sample 

outcome of polarization from simulated model. Cell membrane is visualized with an 

annulus; blue dots represent the location of microtubule tips on the membrane. Red and 

green indicate spatial distribution of active front and back components, respectively. For 

visualization, the maximum values of front and back concentrations are both normalized 

to one. For each polarized cell, the front area and back width were measured as proxies of 

the front intensity and back spreadness. (C) Scatterplots of back width versus front area 

obtained by sampling parameters. Top-left and middle panels are without and with 

microtubules, respectively. Thick black lines represent regression lines. Lower and upper 

gray lines indicate variability around regression line. Triangles and dotted lines refer to 

data points obtained by varying the front amount around its nominal value. Bar graph 

illustrates regression slope and variability of back width versus front area. 
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Figure 2.4. Systematic assessment of the performance of different polarity network 

topologies in insulating the localization of back signaling. (A) Set of possible additional 

links (blue dashed lines) to the core topology (black lines). (B) Schema of additions 

including one, two, or three positive or negative links. (C and D) Heatmap of changes to 

the insulation performance upon addition of direct (C) or indirect (D) links. The heatmap 

color scale illustrates the change to the insulation between the new and the original 

topologies (i.e., link versus no link). Cyan or yellow indicates decreased or increased, 

respectively, insulation capability compared to the core topology. Green-shaded 

background shows topologies with the best overall insulation performance for both direct 

and indirect model implementations. Gray-shaded background presents topologies where 

the back was excessively “squeezed” into a narrow region.  
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Figure 2.S1. Back signaling is constant across a wide range of front readouts. (A) 

Density plots (using MATLAB function scattercloud.m) of the front-versus-back feature 

distribution in fMLP-stimulated (10 nM, 2-3min) neutrophils for different combinations 

of cellular phenotypes. We examined the intensity and the spreadness of F-actin (readout 

for the front) and pMLC2 (readout for the back). Data outside the 1-99th percentile range 

were discarded. Cells were partitioned into five equal-size groups with increasing front 

phenotype. Average values of back phenotypes were plotted for each group and fitted by 
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a regression line as in Fig. 2.2A. (B) Regression lines between different pairs of 

front/back phenotypes across replicate experiments, normalized to have the center mean 

equal to one. Black/magenta: control and nocodazole-treated conditions. (C) Distribution 

of the regression slope and variability between different pairs of front/back phenotypes 

across control and drug conditions. Boxes and vertical lines are defined as in Fig 2.2C. 

(+): outliers. (*) Wilcoxon’s two-sided rank sum test p-value < 0.01 against the control 

condition. 
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Figure 2.S2. Validation of response synchrony and microscopy methods. (A) 

Characterization of response synchrony among primary human neutrophils to fMLP 

stimulation. (Left) Upon fMLP (10 nM) stimulation, the cell area of individual cells was 

tracked over time as a readout of chemotactic response. Each row corresponded to the 

normalized area of a given neutrophil over time (observed at 6 s intervals). Each time 

series was smoothed using the MATLAB built-in function smooth.m. Top: control; 

bottom: nocodazole. Each condition was repeated twice. (Right) Histogram of the time 

points of maximal response to fMLP stimulation (maximal cell area) under each of the 

two conditions. (B) Increased phenotypic variability in nocodazole-treated cells was not 
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due to potential unevenness of responses to drug treatment. Control and nocodazole-

treated populations of polarized human neutrophils were partitioned into equal-size bins 

with increasing levels of total microtubule intensity. Four readouts were examined in 

these cells: F-actin average intensity, F-actin polarity, pMLC2 average intensity and 

pMLC2 polarity. The coefficient of variation for each phenotype was then computed 

within each partitioned group, under both nocodazole-treated (red) and control (black) 

conditions. We tested four values of p, from one to four (e.g., two framed red numbers in 

left-most figure, p = 2). When nocodazole-treated cells were partitioned into two groups 

(two framed red numbers; p = 2), the coefficient of variation of F-actin intensity was 

approximately 0.79 within the first group (lower microtubule intensity) and 0.88 within 

the second group (higher microtubule intensity). In general, the coefficients of variation 

for almost all readouts were higher in nocodazole-treated conditions (red) than in control 

conditions (black) regardless of the grouping of cells. (C) Z-sections of polarized human 

neutrophils stained with front and back readout markers. Human neutrophils were fixed 

and stained with phalloidin (for F-actin, red) and anti-pMLC2 antibodies (for pMLC2, 

green) after 3 min fMLP stimulation. Confocal images were taken at sequential z-sections 

with 2 μm intervals from top to bottom. Rightmost column: maximum projection across 

all z-sections. Scale bar: 5 μm. 
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Figure 2.S3. Replicates of different drug-treatment conditions. (A) Representative 

images of neutrophils treated with different microtubule-inhibiting drugs. 

Left/middle/right panel: nocodazole/vinblastine/taxol. Each panel contains three columns 

of images illustrating cells with low (left), intermediate (middle) or high (right) level of 

F-actin intensity (columns: three representative images per condition). Scale bar: 10 μm. 

(B and C) Results of analyzing replicates obtained across different days versus a single 

day are compared. For each condition and replicate experiment, cells were partitioned 
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into five groups based on the average F-actin intensity. The average value of pMLC2 

spread was plotted for each partitioned group. Results of regression are shown for all data 

points pooled together (B) and for individual replicates (C). Top row: replicates data 

gathered over multiple days. Bottom row: replicates data generated on the same day from 

one single imaging plate. From left to right: control, nocodazole, vinblastine, taxol and 

Akt inhibitor (Akti). Dots: mean feature value within each group of cells; different colors 

indicate individual replicates. Lines: linear regression computed using MATLAB 

function regress.m. Stars: statistical significance of linear regression (versus no trend) 

with p-value < 0.01. 
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Figure 2.S4. Schema of different network topologies used in studies. (A) Microtubule-

mediated front-to-back detailed model (M-network). (B) General network topologies with 

Direct (D-model) or Indirect (I-model) links between front and back. A-B: Gray shaded 

background: core motif (reference model). Blue links: additional local feedback or long-

range front/back interactions. S: stimulation; u1,u2: active/inactive front components; 
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u3,u4: active/inactive back components; u5: intermediate component. The long-range 

interactions between the active front and back components were implemented either 

through direct interaction (left, D-networks) or indirect interaction via a fast-diffusing 

intermediate component (right, I-networks). (C) Incremental network configurations 

generated by adding one or more links to the reference model in D- and I-networks. For 

simplicity, the inactive components, the stimulation and the associated interactions were 

not drawn. 

 

Tables 

Table 2.1. Total numbers of cells analyzed per condition.  
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Table 2.2. Nominal parameter values used in the polarity models. 
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Table 2.3. Parameter ranges used when simulating natural variability. 
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CHAPTER THREE 

Concentration-dependent tuning of ERK dynamics in neutrophils and neutrophil-

like HL-60 cells 

 

For the final version of this work, please see: Zhang, E. R., Liu, S., Wu, L.F.*, 

Altschuler, S.J.*, Cobb, M.H.* Chemoattractant concentration–dependent tuning of ERK 

signaling dynamics in migrating neutrophils. Sci. Signal. 9.458 (2016): ra122-ra122. 

 

 

Introduction 

Neutrophil chemotaxis toward the bacterial peptide N-formyl-methionyl-leucyl-

phenylalanine (fMLP) is a crucial process in the immune system’s defense against 

invading bacteria. While navigating through an increasing gradient of fMLP, neutrophils 

switch from directional migration at low fMLP concentrations to circuitous migration at 

high fMLP concentrations [85].  The mitogen-activated protein kinases ERK1/2 have 

recently been implicated in switching fMLP-concentration-dependent migration from 

directional to circuitous [85]. However, the regulation and role of ERK in chemotactic 

neutrophils remain unclear.  

Although it has long been established that ERK1/2 and p38 are activated 

downstream of fMLP binding to receptors FPR1 and FPR2 [28, 176, 35] , ERK1/2 have 

recently been reported to display an all-or-none, ‘plateaued’ activation profile [85] in 

response to increasing (50-1000 nM) concentrations of fMLP. Here, we conduct single-

cell analysis across time and fMLP concentration to explore this apparent concentration-

independence. In particular, such plateaued behavior could be due to bimodal activation 
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of the protein or due to saturation of the input signal. We find that ERK has gradated, 

rather than bimodal, responses to fMLP concentration, with saturation occurring at 

approximately 100 nM fMLP.  

Recent controversy has further arisen over whether ERK1/2 are necessary for 

[103] or inhibit [85] neutrophil migration. Here, we use the specific inhibitors 

PD0325901 and SCH772984 [106] to demonstrate that ERK1/2 are absolutely required 

for neutrophil migration. Additionally, we show with VX-702 and BIRB-796 that p38 

modulates the response of ERK to fMLP, but that p38 by itself is dispensable for 

directional migration. Together, our work demonstrates that fMLP activates ERK1/2 in 

gradated responses, that p38 modulates the decay of these responses back toward 

baseline, and that ERK1/2 support neutrophil chemotaxis toward fMLP. 

 

 

Results 

Neutrophil chemotaxis saturates at 100 nM fMLP 

Previously, it has been found that neutrophil-like HL-60 cells are unable to 

complete migration through steep gradients of fMLP (500 nM and 1000 nM) [85]. 

However, the concentration of fMLP at which HL-60 cells ceased directional migration 

was not known. To answer this question, we visualized a gradient of a labeled fMLP 

derivative, fluorescein-formyl-Nle-Leu-Phe-Nle-Tyr-Lys, within the ibidi Chemotaxis3D 

microfluidic device (Fig. 3.1A and fig. 3.S1). Known concentrations of the probe were 

imaged (Fig. 3.1B) to relate fluorescence to concentration (Fig. 3.1C). A 500 nM 
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gradient of fluorescein-formyl-Nle-Leu-Phe-Nle-Tyr-Lys across the observation chamber 

was then visualized over several hours and quantified (Fig. 3.1D and fig. 3.S1A). Tracks 

from microscopy videos of cells migrating in gradients of fMLP were overlaid on the 

visualized gradient of fluorescein-formyl-Nle-Leu-Phe-Nle-Tyr-Lys (Fig. 3.1E), using 

the distinctive ends of the observation area as fiducials (Fig. 3.1A). We found that cells 

cease directional migration well within the 3-hour interval of live-cell imaging, and that 

the concentration of fMLP at which they wander circuitously is approximately 100 nM 

fMLP (Fig. 3.1E and fig.3. S1B). 

  

ERK1/2 have graded responses to fMLP concentration, with concentration-dependent 

decay 

A confounding factor in studying HL-60 chemotaxis within a gradient is that both 

of the parameters of concentration and time vary as a cell migrates (Fig. 3.1F). To 

disentangle these two variables, we exposed cells to a range of uniform concentrations of 

fMLP, and observed the consequences of this stimulation at various times between 0 and 

10 minutes (Fig. 3.2A, and fig. 3.S2A). Concentrations of 10, 100, and 500 nM were 

chosen based on the result that cells lose directionality at about 100 nM fMLP, and the 

fact that the formyl peptide receptors FPR1 and FPR2 have dissociation constants of 10 

nM and ~500 nM fMLP, respectively [169]. Consistent with previous studies, the 

morphological polarity of the cells plateaued [76, 152] within this timeframe (Fig. 2B), 

and the ERK response saturated at 100 nM at the single timepoint of 2 minutes (that is, 

the peak ERK response was the same for 500 nM as 100 nM) [85]. However, response 
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behaviors beyond 2 minutes were not so simple. Notably, the ERK responses at 10 

minutes were reverse-ordered by concentration (Fig. 3.2C, and fig. 3.S2B). The response 

to 100 nM fMLP appeared intermediate—significantly separating from the 10 nM fMLP 

response by 10 minutes, and significantly separating from the 500 nM response by 7 

minutes and continuing this trend at 10 minutes. This sustained phenotype is not shared 

by all signaling components downstream of FPR, as co-staining images for phospho-p38 

showed that p38 activation similarly peaks at 2 minutes, but response curves for all (10, 

100, and 500 nM) concentrations of fMLP fall sharply to or past baseline and do not 

significantly separate from one another (fig. 3.S3, A to D). Thus, at late (10 minutes) 

times, ERK1/2, but not p38, show concentration-dependent decay that transitions around 

100 nM fMLP.  

An attractive explanation for the sharp transition between directional and 

circuitous migration at approximately 100 nM fMLP (Fig. 3.1E) is that ERK is bimodal 

in certain biological systems. ERK has been characterized to exhibit an all-or-none, 

ultrasensitive response [124, 36] to external agonists. For example, in maturing Xenopus 

laevis oocytes [36], cells switch between no ERK activation or complete ERK activation, 

and no intermediate states are observed. In fact, ERK in chemotactic neutrophils was 

recently characterized as having a “plateaued” activation curve [85]. However, we plotted 

histograms from the individually analyzed cells, and found that the response distributions 

were gradated rather than bimodal (fig. 3.S2C). The response histograms, together with 

the noted lower stimulated peak activity and slower decay of ERK at 10 nM fMLP, lead 

us to conclude that the previous report of an apparently concentration-independent, 
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‘plateaued’ activation curve of ERK [85] was due to observing activity at a single 

timepoint of 2 minutes. 

 

ERK, but not p38, is required for migration toward fMLP 

ERK and p38 have been characterized as “stop” and “go” signals in neutrophil 

chemotaxis based on migration experiments with the inhibitors PD98059 and SB203580 

[85]. Since PD98059 has been shown to deplete cellular calcium, we assessed the 

migration of HL-60s treated with the MEK inhibitor PD0325901 or the ERK inhibitor 

SCH772984. Both inhibitors completely block migration (Fig. 3.3, A to C and F). 

Consistent with previous work [85], we found that the p38-inhibitor SB203580 causes 

early cessation of directional migration (Fig. 3, D and F). However, the more specific [5] 

p38-inhibitor BIRB-796 does not replicate this phenotype (Fig. 3, E and F), which 

suggests that p38 may be dispensable for directional migration. The discrepancy between 

results from these two p38-inhibitors may be explained by several off-target effects of 

SB203580 [5], including its inhibition of Raf [47] and therefore of ERK1/2 (fig. 3.S4, A, 

D, and E). Together, our data demonstrate that ERK1/2, but not p38, are required for 

fMLP-directed migration (Fig. 3.3G).  

 

p38 decreases ERK sensitivity to fMLP 

 p38 has recently been shown to phosphorylate FPR1 [85]. To ask whether p38 in 

turn alters signaling from FPR1 to ERK, we stimulated p38-inhibited cells with uniform 

concentrations of fMLP before fixation at various timepoints between 0 and 10 minutes 
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(fig. 3.S2A). Under these conditions, we found that ERK responses to 100 nM fMLP no 

longer fall cleanly below ERK responses to 10 nM fMLP. The ERK responses to 10 and 

100 nM fMLP are indistinguishable in VX-702-treated cells (Fig. 3.4A and fig. 3.S4C). 

Meanwhile, the 100 nM fMLP response is in fact greater than the 10 nM fMLP response 

in BIRB-796-treated cells (Fig. 3.4B and fig. 3.S4B). This stronger phenotype in BIRB-

796-treated cells may reflect the ability of BIRB-796 to inhibit p38δ, which is the most 

abundant p38 isoform in neutrophils [74] and inhibits ERK1/2 in other systems [33]. 

Comparison of response curves to 100 nM fMLP, normalized by fold change, reveals that 

both inhibitors of p38 cause a sustained ERK activation at 10 minutes (Fig. 3.4C) — 

suggesting that there may be time-varying network effects [76], and that p38 may inhibit 

fMLP-stimulated ERK activation specifically at late times (10 minutes).  

To search for this trend within natural variations, we plotted co-stained control 

cells by their pERK and p-p38 intensities. We note that p38 and ERK display covariation 

at the peak time of 2 minutes, filling the upper right quadrant of the plots (Fig. 3.4D, left 

side). However, consistent with inhibitor data, we found that the cells with high pERK at 

late times (10 minutes) had low p-p38 (Fig. 3.4D, right side). Although p38 and ERK 

were previously reported not to alter one another’s activation by fMLP [85], this 

conclusion was based on data from a single timepoint of 2 minutes. Our drug and natural 

variation data demonstrate that, across a broader time course, p38 appears to inhibit 

ERK—though it is unclear whether this inhibition occurs via protein phosphatase 2A 

[102] as in other systems, or at a different signaling level. 
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Discussion 

Upon exposure to fMLP, a neutrophil will break its symmetry, establishing a 

polarized front and back, and begin migration. Although the molecular underpinnings of 

this initial cell polarization and directional sensing have been extensively characterized 

[167, 26, 143], it is less clear what signals are important for the behavior of neutrophils 

once they have migrated into high concentrations of fMLP. Recently, p38 and ERK1/2 

have been implicated as “go” and “stop” signals [85], respectively, in this later phase of 

migration into saturating concentrations of fMLP. Here, we interrogated these molecular 

players with a wider array of specific inhibitors, and in the context of a characterized 

gradient.  

Our results demonstrate that neutrophil migration saturates at approximately 100 

nM fMLP (Fig. 3.1E), and that ERK1/2, but not p38, demonstrate concentration-

dependence—transitioning around 100 nM fMLP—in the decay of cellular responses 

toward baseline after an initial peak (Fig. 3.2D and fig. 3.S2). ERK1/2 are activated in 

gradated responses (fig. 3.S2B), and appear to be absolutely required for migration in 

chemotactic neutrophils, as cells treated with the MEK inhibitor PD0325901 or the ERK 

inhibitor SCH772984 failed to migrate into an fMLP gradient (Fig. 3.3, B,C, and F). 

These findings are consistent with other reports that ERK1/2 are necessary for 

adhesion and migration [16, 119], but contradict the model of p38 as a “go” signal and 

ERK1/2 as a “stop” signal for chemotactic neutrophils [85] moving within an fMLP 

gradient. Although we indeed replicated the early loss of directional migration [85] in 

cells treated with the p38 inhibitor SB203580 (Fig. 3.3, D and F), we note that 
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SB203580-treated cells showed inhibition [103] of ERK (fig. S4E) – perhaps due to the 

ability of SB203580 to inhibit Raf [47]. Further, we note that we found no such early loss 

of directional migration with BIRB-796 (Fig. 3.3, E and F) – which has higher specificity 

for p38, and blocks more isoforms of p38 [5]. Thus, our data suggest that, in chemotactic 

neutrophils, p38 plays the less direct role of modulating [103] ERK1/2, which in turn 

drive migration [103, 95] .  

 

Materials and methods 

Cell line and culture 

HL-60 cells were cultured as previously described [87]. Briefly, cells were 

cultured in RPMI-1640 plus L-glutamine and 25 mM HEPES (Fisher Scientific) 

supplemented with antibiotic/antimycotic (Invitrogen) and 10% FBS (HyClone) in a 

37°C / 5% CO2 incubator. Cell differentiation was induced by adding 1.3% DMSO 

(endotoxin-free, hybridoma-tested; D2650, Sigma) to cell medium. Cells for all 

experiments were used at 5 days after initiation of differentiation. 

Drug concentrations 

Three p38 inhibitors (BIRB-796, VX-702, and SB203580) were used in our 

experiments. BIRB-796 and VX-702 were chosen for their selectivity [78, 5, 45]. 

Although BIRB-796 has few off-target effects even at a 1 µM dose [5], one of those few 

effects is its concerning inhibition of both the 46 kDa and 54 kDa isoforms of JNK (with 

IC50 values of 1 μM and 350 nM respectively, for a 2-hour incubation) [78]. A much 

lower BIRB-796 concentration of 10 nM was used for our experiments, as we 
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recapitulated the finding [78] that 10 nM BIRB-796 partially inhibits p38 within 90 

minutes (Figure 3.S5). Meanwhile, VX-702 has been reported to inhibit p38 with an IC50 

of 4-20 nM in gel-filtered platelets [78], and spares the JNK pathway more readily (with 

insignificant effects on JNK1 and a KD of 2.6 µM for JNK2 [45]). In light of this 

increased selectivity, we chose and validated the on-target efficacy (Figure 3.S5) of a 

100 nM concentration of VX-702. Finally, the SB203580 concentration of 10 µM was the 

same used within a recent study on the same cell line [85], for easy comparison.   

Two inhibitors, PD0325901 and SCH772984, were used to decrease ERK 

activation in our experiments. PD0325901 inhibits MEK1, thereby inhibiting ERK, but 

has not been found to have significant off-target effects across a panel of 68 kinases, even 

at a dose of 10 µM [5]. Additionally, a dose of 500 nM PD0325901 has been shown not 

to alter cell calcium signaling [155]. A recent study of neutrophil migration in mice [103] 

administered 5 mg/kg doses of PD0325901 intravenously, during the course of in vivo 

imaging. Considering that a mouse weighs about 25 g and has a blood volume of about 2 

ml [96], and that the molar mass of PD0325901 is 482.19 g, it is possible that this 5 

mg/kg PD0325901 dose caused a circulating concentration of 130 µM PD0325901 upon 

injection. To fall within the safe bounds of the aforementioned off-target effect studies 

[155, 5], we instead chose a concentration of 100 nM PD0325901.  

Finally, in choosing the concentration of the ERK inhibitor SCH772984, we 

considered that the IC50 value of SCH772984 has been found to be 1-4 nM in cell-free 

systems [106] and 60 nM in vivo [128], and that treatment with 100 nM SCH772984 has 

been shown to inhibit phosphorylation of ERK in cell studies [106]. However, the KD 
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value of SCH772984 has been found to be ~200 nM, due to allosteric binding in which a 

glutamine gatekeeper within ERK accommodates the piperazine-phenyl-pyrimidine end 

of the SCH772984 molecule in a configuration that allows for key aromatic stacking 

interactions [19]. This binding promotes slower on-target off-rates and faster off-target 

off-rates [19]. For instance, the structurally similar JNK1, for which SCH772984 has an 

off-target IC50 of 1 µM, can only bind SCH772984 such that the piperazine-phenyl-

pyrimidine end of SCH772984 is forced to point into the solvent, leading to few direct 

interactions between the drug and JNK1 [19]. In light of the reported IC50 and KD values, 

we chose and validated the on-target efficacy of a 100 nM concentration of SCH772984 

(Figure 3.S5).     

Gradient migration assays 

Live cells were imaged within an fMLP gradient generated by a sterile µ-Slide 

Chemotaxis3D microfluidic device (ibidi, 80326) coated with fibronectin (50 μg/ml). 

Differentiated HL-60 cells were washed and resuspended in serum-free RPMI-1640 plus 

L-glutamine and 25 mM HEPES, in which either drug (10 μM SB203580, 10 nM BIRB-

796, 100 nM VX-702, 100 nM PD0325901, or 100 nM SCH772984) or vehicle (DMSO) 

was dissolved. Each suspension was then seeded into the observation area and right 

reservoir of a chamber within the ibidi µ-Slide Chemotaxis3D microfluidic device. After 

two hours of incubation in a 37°C / 5% CO2 incubator, the chambers were carefully 

flushed with serum-free RPMI-1640 plus L-glutamine and 25 mM HEPES, with their 

respective drug dilutions. A gradient with a maximum value of 500 nM fMLP was 

created across the observation area of each chamber by gently pipetting chemoattractant 
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into the left reservoirs, in accordance with manufacturer instructions. Cells were 

immediately imaged in a heated chamber for 3 hours.  Montage images of the entire 

observation area were recorded with a BD Pathway 855 Bioimager (BD Biosciences) 

equipped with a laser autofocus system, an Olympus 10× objective lens, and a high-

resolution Hamamatsu ORCA ER CCD camera. Image acquisition was controlled by 

AttoVision v.1.5 (BD Biosciences). Cell tracks were then identified on ImageJ software 

[134] with the Manual Tracking plugin. Endpoints of cell tracks were overlaid on an 

image of a 500 nM gradient of fluorescein-conjugated formyl-Nle-Leu-Phe-Nle-Tyr-Lys 

(Invitrogen), using the distinctive ends of the observation chambers as fiducials.  

Uniform field stimulation assays 

As in the gradient migration assays, differentiated HL-60 cells were washed and 

resuspended in serum-free RPMI-1640 plus L-glutamine and 25 mM HEPES, in which 

either drug (10 μM SB203580, 10 nM BIRB-796, 100 nM VX-702, 100 nM PD0325901, 

or 100 nM SCH772984) or vehicle (DMSO) was dissolved.  Cells were plated onto 96-

well Nunc glass plates (Thermo Scientific, 164588) coated with fibronectin (100 μg/ml). 

After two hours of incubation in a 37°C / 5% CO2 incubator, the wells were uniformly 

stimulated with fMLP (dissolved in their respective drug solutions) before formaldehyde 

fixation at the specified timepoints (Fig 3A). Immunofluorescent staining was then 

performed as previously described [76, 152], with phospho-Erk1/2 (Thr202/Tyr204) 

(Cell Signaling Technology, 9101) and phospho-p38 (Thr180 + Tyr182) (Abcam, 

ab45381) antibodies. Fluorescence images were acquired on the BD Pathway 855 

Bioimager (BD Biosciences) with an Olympus 20× objective lens. Cellular features, 
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including cell-averaged signal intensity and eccentricity, were extracted using 

CellProfiler [18], and then plotted as response curves, histograms, 3-D surface plots, and 

scatterplots with custom-written MATLAB code. (See also Appendix B for sample 

scripts.) 

Statistics 

 Statistical significance was assessed using the two-sample Kolmogorov-Smirnov 

test for generating P values. P < 0.05 was considered statistically significant. 
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Figures 

 

Figure 3.1. Overview of gradient characterization. (A) The ibidi Chemotaxis3D 

microfluidic device was used for visualization of the chemoattractant gradient. (B) 

Known concentrations of a labeled fMLP derivative, fluorescein-formyl-Nle-Leu-Phe-

Nle-Tyr-Lys, were imaged. (C) The fluorescence of these images allowed us to relate 

fluorescence to concentration. (D) A gradient of 500 nM fluorescein-formyl-Nle-Leu-

Phe-Nle-Tyr-Lys could then be characterized by both its fluorescence and concentration 

across the device’s observation area. (E) Tracks (multicolored, left) were created from 3-

hour microscopy videos of cells migrating in gradients of fMLP. The endpoint of each 
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track at 3 hours (white dots, right) were overlaid on the visualized gradient of 

fluorescein-formyl-Nle-Leu-Phe-Nle-Tyr-Lys, using the distinctive ends of the 

observation area as fiducials. Images are representative of three experiments. Boxplot 

contains data combined from three experiments. (F) Studies of chemotaxis within a 

gradient are confounded by the fact that both the parameters of concentration and time 

vary as a cell migrates. 
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Figure 3.2. Morphology changes, but not ERK1/2 activation, terminate within 10 

minutes. (A) Cell pERK intensities and eccentricities were extracted from fixed cell 

images (one frame representative of 36 frames per well, 4 replicate wells per condition). 

(B) The 10-minute timeframe was adequate for termination of morphology changes. (C) 

Within the 10-minute timeframe, however, pERK remained activated in cells stimulated 

with 10 nM fMLP, and response curves for the three concentrations of fMLP separated 

from one another. Data are means ± s.e.m. from four replicate experiments. *P < 0.05 

compared to controls by two-sample Kolmogorov-Smirnov test. 
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Figure 3.3. ERK, but not p38, is required for migration toward fMLP. (A to E) 

Representative migration tracks from cells treated with (A) DMSO, (B) 100 nM 

PD0325901, (C) 100 nM SCH772984, (D) 10 µM SB203580, and (E) 10 nM BIRB-796. 

(F) Quantification of migration tracks, with three replicate experiments combined within 

each boxplot. *P < 0.05 and **P < 0.01 compared to controls by two-sample 

Kolmogorov-Smirnov test. (G) Working model in which p38 inhibits ERK, which in turn 

drives migration. Red: interaction appearing at late times.   
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Figure 3.4. p38 inhibits ERK at late timepoints. (A and B) p38 inhibition by (A) VX-702 

or (B) BIRB-796 results in the response curve for 100 nM fMLP rising up to meet or 

exceed the response curve for 10 nM fMLP at late (10 minutes) times. (C)  Comparison 

of response curves to 100 nM fMLP reveals that both inhibitors of p38 cause a sustained 

ERK activation at 10 minutes, as compared to the 100 nM response curve of DMSO 

control. (D) Natural variations within DMSO control cells show that covariation of p-p38 

and pERK at the peak time of 2 minutes, but that cells with high pERK at 10 minutes 
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have low p-p38. Data are means ± s.e.m. from four replicate experiments.  *P < 0.05 

compared to controls by two-sample Kolmogorov-Smirnov test. 
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Figure 3.S1. Migration of cells across a linear fMLP gradient. (A) Chemoattractant 

gradients were found to be stable and linear throughout three hours of live-cell 

microscopy, as read out by of fluorescein-formyl-Nle-Leu-Phe-Nle-Tyr-Lys. (B) At 

approximately 100 nM fMLP within an fMLP gradient, cell migration remains in action 

but ceases to be productive. 
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Figure 3.S2. ERK activation remains elevated in cells responding to 10 nM fMLP. (A) 

Cells were stimulated with concentrations of 0, 10, 100, or 500 nM for various times 

between 0 and 10 minutes.  (B)  Surface plot of cell-averaged pERK activity of cells 

(n=168,837) across fMLP concentrations and times. (C) pERK response histograms of 

cells across fMLP concentrations and times.  
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Figure 3.S3. p-p38 falls to or past baseline within 10 minutes of fMLP stimulation. (A) 

Cell p-p38 intensities were extracted from fixed cell images (one frame representative of 

36 frames per well, 4 replicate wells per condition). (B)  Surface plot of cell-averaged p-

p38 activity of cells (n=168,837) across fMLP concentrations and times. (C) p-p38 

response histograms of cells across fMLP concentrations and times. (D) p38 peaks at 2 

minutes, but falls sharply to or past baseline for all concentrations of fMLP. 
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Figure. 3.S4. p38 inhibition results in elevated pERK at late timepoints after 10 or 100 

nM fMLP exposure. (A to C) Within the 10-minute time-course, pERK intensity 

remained elevated in response to 10 or 100 nM fMLP when cells were p38-inhibited with 

(A) 10 µM SB203580, (B) 10 nM BIRB-796, or (C) 100 nM VX-702. One frame 

representative of 36 frames per well, 4 replicate wells per condition. (D) Quantification 

of ERK response curves of SB203580-treated cells. (E) Comparison of 100 nM fMLP 

response curves of SB203580-treated and DMSO control cells reveals that SB203580 

causes a sustained ERK activation at 10 minutes—consistent with the phenotypes from 
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the other p38 inhibitors—but that SB203580 also produces an early inhibition of ERK as 

compared to DMSO control. 

 

 

 

Figure 3.S5 On-target effects of MAPK inhibitors. (A) Test of p38 inhibition by 10 nM 

BIRB-796 and 100 nM VX-702. (B) Test of ERK inhibition by 100 nM SCH772984. 

A B 
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CHAPTER FOUR 

Conclusions and Future Directions 

 

Microtubule-mediated regulation of the G12/13-initiated back module 

 The laboratory of Henry Bourne formalized the idea of front and back signaling 

modules in neutrophil polarization, and demonstrated that these modules are mutually 

opposing [167], which drives the initial symmetry-breaking and polarization of the cell. 

However, this mutual implication would imply negative dependence of the modules on 

one another, and thus the question arose of how stable polarity is maintained:   

In the form presented here, the simple competition hypothesis may not fully 

account for the stable asymmetry of neutrophils and dHL-60 cells, which remain 

completely polarized, with a single pseudopod as long as fMLP is present. The 

competition might result in triumph of one response over the other unless the cell 

can preserve a precise, potentially delicate balance between frontness and 

backness signals.  

—Wong et al., 2006 [160] 

 A candidate emerged when the Bourne lab discovered a role for microtubules in 

front/back regulation [168]. However, the regulatory nature of this link was left unclear. 

This work left two key questions open. First, does the microtubule-mediated link affect 

the back negatively or positively? Second, does this link affect the total activity or spatial 

distribution of the back? The assays in which signaling component activities were 

measured were performed on cell lysates and could not tease out spatial effects. We show 

experimentally that this microtubule-mediated regulation affects the spatial localization, 

but not the intensity of back signaling (pMLC2), and that this signaling link is a net 

positive regulator of the back polarity.  
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 Later work reported the presence of a long-range positive link from front (Cdc42 

and PIP3) to back (RhoA) [148], which was later shown to be mediated by microtubules 

[79]. However, the ramifications of such a microtubule-mediated link on signaling 

behaviors between the front and back signaling modules were unknown. The authors 

 suggested that quantitative modeling would help elucidate the role of a long-range link in 

creating robust polarity: 

 Finally, intuition must be converted into a model that quantitatively predicts the 

 effects of perturbing specific signals on the initiation and stability of polarity. 

—Van Keymeulen et al., 2006 [148] 

  

 We address these questions with both quantitative analysis of imaging 

experiments, and with mathematical modeling. Experimentally, we find that back 

(pMLC2) activity and localization are surprisingly invariable—i.e., insulated—across the 

natural range of F-actin signaling. Pharmacological disruption of microtubules unveils 

the anticorrelation suggested by the competition model [160], demonstrating that 

microtubules insulate the front and back modules from their negative co-dependence. 

Covariation analysis of F-actin and pMLC2 in control cells confirm this role of 

microtubules, and implicates their localized transport, rather than global sequestration, of 

back activators. (Fig. 4.1) Our mathematical model, which simulates microtubule 

transport but excludes microtubule-based sequestration, is able to recapitulate the 

experimentally observed insulation of back signaling from front variations, and thus 

demonstrates the sufficiency of microtubule transport of back activators for achieving 

insulation. Meanwhile, our topological search of polarizing network topologies shows, 
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more generally, that a long-range positive link is necessary for insulation of back 

signaling localization from front intensity variations in chemotactic cells.   

 Future studies should be done to identify the microtubule-transported signal that 

mediates the insulation of back pMLC2 signaling. Additionally, since disruption of 

neutrophil microtubules can cause decreased directional persistence [168] as well as the 

phenotype in pMLC2 localization that we observed, it will be intriguing to connect 

pMLC2 insulation to migrational phenotypes. A potential next step may be knocking 

down back-activating GEFs to see if a phenotype emerges in either pMLC2 localization 

or directional persistence.  

MAPK regulation of neutrophil chemotaxis 

 ERK and p38 have been implicated in determining the concentration of fMLP at 

which directional neutrophil chemotaxis saturates [85]. Through natural variation 

analysis, experimental perturbations with a wider array of specific inhibitors, and 

visualized gradients, we show that (i) neutrophils switch from directional to circuitous 

migration at approximately 100 nM fMLP, that (ii) ERK1/2 display fMLP-concentration-

dependent dynamics that transition at 100 nM fMLP, and that (iii) ERK1/2, but not p38, 

are required for directional migration through an fMLP gradient. 

 An interesting finding that our submitted manuscript (Chapter 3) did not pursue 

was the increased final concentration of fMLP at which BIRB-796-treated HL-60 cells 

lost directionality (Fig. 3.3, A and E). With the rudimentary metric of final position, we 

did not observe a statistically significant difference between the BIRB-796 and control 
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conditions. However, I am now writing MATLAB code to further analyze the migrational 

tracks. If a statistically significant difference arises in other migrational parameters, the 

question then will be how p38 causes this phenotype.  

 p38 phosphorylates formyl peptide receptor [85], as mentioned in Chapter 3, and 

previous reports that receptor phosphorylation might not attenuate GPCR signaling in 

chemotaxis [50, 69, 12] have recently been refuted [14]. Therefore, it will be worthwhile 

to see if a migrational difference BIRB-796-treated cells is due to a role of p38 in formyl 

peptide receptor desensitization. Sensitivity can be tested by using the cell-permeable 

calcium indicator dye, Fluo-4-AM, to measure calcium responses to fMLP in p38-

inhibited and DMSO control HL-60 cells [23]; intracellular calcium release is initiated 

downstream of formyl peptide receptor, separately from the pathway that triggers the 

polarization machinery [23, 162]. Alternatively, the salient effect of p38 may be further 

downstream, within the polarization pathway. For instance, the major substrate of p38-

activated MAPKAPK2 in neutrophils is LSP1 [66], the actin-binding protein that is 

overexpressed in neutrophil actin dysfunction [10, 141, 21, 54, 83]. LSP1 is a negative 

regulator of neutrophil chemotaxis [65], which colocalizes with F-actin only when 

phosphorylated [164]. Quantitative image analysis of phospho-LSP1 staining can test this 

hypothesis.  

 

C5a-mediated neutrophil dysfunction 

 Neutrophils navigate through multiple chemoattractants before reaching a final 

site of inflammation. How does historical exposure affect neutrophil polarization and 
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chemotactic behavior? Before prioritizing the research described in Chapter 3, I 

developed preliminary data on how Complement component 5a (C5a) changes fMLP-

induced polarization.  

 Both fMLP and C5a are “end-target” chemoattractants, i.e. they lead neutrophils 

to the final site of infection [49]. Additionally, both fMLP and C5a are created by the 

presence of bacteria; fMLP is directly shed as a by-product bacterial protein synthesis 

[41], while C5a is produced when the host's complement cascade is triggered by bacterial 

surfaces [131]. Paradoxically, despite C5a’s origin from a bactericidal cascade 

initiated by the host’s own proteins, C5a-pretreated neutrophils are less able to kill 

bacteria and migrate less effectively toward fMLP [105, 22]. This loss of chemotaxis 

toward fMLP is not simply due to diminished fMLP-binding by the neutrophil’s receptors 

[139, 138]. C5a-treated neutrophils also show defective activation of RhoA [105] and 

ERK1/2  [55]. 

 Where in the chemotactic network is this dysfunction occurring? These questions 

may reveal not only fundamental principles of the core neutrophil polarity network, but 

also relevant insights into systemic inflammatory response syndrome (SIRS) and sepsis 

[55, 131, 22, 105, 46, 122, 123, 153]. For severely infected patients, C5a concentrations 

and bacterial load are both high; in fact, C5a levels in septic patients correlate with the 

degree of clinical severity[122, 108]. Thus, an understanding of the overlaps and conflicts 

in C5a- and fMLP-induced chemotaxis could elucidate how neutrophils make decisions 

in a critical, life-threatening setting for patients. 
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 In our preliminary studies (Fig. 4.2), HL-60 cells had a dramatically different 

polarization response to fMLP when they were first pretreated with 10 nM C5a for 30 

minutes (in patients with sepsis, chronic  circulating C5a concentration may be 10-100 

nM [139, 154]). Our observation of differences at 60 seconds of fMLP exposure also 

raises the question of whether C5a-pretreated neutrophils exhibit divergence not only in 

final outcomes, but also in early processing. Future analysis of this polarization defect 

would be of great clinical interest.   

 

Conclusion 

 Chemotaxis is a multifaceted process, many pieces of which remain poorly 

elucidated. While the utility of mathematics in biology is often thought to be the creation 

of detailed models, mathematics may be incorporated throughout the iterative cycle of 

experiment and theory: to increase the resolution with which behaviors are observed and 

to predictively associate behaviors and networks. Importantly, these applications of 

mathematics may not only push the field closer to a whole-cell understanding of 

migration, but also reveal general principles utilized in chemotaxis, and perhaps across 

many other cell signaling processes. With the current availability of CellProfiler, a highly 

efficient, open-source, image analysis program [18] (see also Appendix C for single-cell 

analysis protocol), laboratories with and without quantitative image analysis experts can 

study this essential biological process with enhanced experimental resolution. 
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Figures. 

  

 

Figure 4.1. Graphical abstract of microtubule-mediated regulation of the G12/13-initiated 

back module. 

 

 

Figure 4.2. Neutrophil polarization response to 10 nM fMLP, with and without 30 

minutes of 10 nM C5a pretreatment.  
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APPENDIX A 

Extended discussion on conceptual versus data-driven modeling 

 

Ab initio ad finem: the spectrum of uses for math modeling 

 Mathematical models vary widely in their levels of abstraction and biological 

detail [104]. At the one extreme are conceptual models, which may seek to identify 

minimal circuits and ab initio mechanisms underlying observed phenomena. At the other 

extreme are data-driven models, which incorporate experimental data in order to ask 

whether the resultant equations recapitulate, ad finem, experimentally observed behavior. 

What kind of models do we need to build to learn more about a behavior as complex as 

cell migration? Here, we argue that the path toward greater understanding of cell 

migration is not a straight shot through increasingly mechanistic territory. 

Bird’s eye view: conceptual modeling 

 Conceptual models can be used to capture the essence of what is currently known 

about a biological system. For instance, Ofer et al. [113] studied the simple migration 

system of keratocyte fragments, which lack cell bodies. The authors created force-

balance equations to demonstrate the emergence of global shape and speed from 

underlying actin dynamics and membrane tension. This study elegantly highlighted the 

minimum requirements for coordinating retraction of the rear with protrusion at the front. 

Similarly, Neilson et al. [110] studied pseudopod formation in Dictyostelium discoideum. 
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The authors modified Meinhardt’s discrete model of chemotactic orientation [94] to 

demonstrate that a cyclical internal process can be used to recapitulate both pseudopod 

formation and orientation bias. This simple conceptual model suggested a pseudopod-

centered mechanism of chemotaxis. Conceptual models can identify minimal circuits, and 

thus reveal general principles at the heart of more complex circuits. 

Conceptual models for zooming out and narrowing in 

 Conceptual modeling can also be used to survey minimal circuits capable of 

creating observed phenomena, which in turn can guide future studies—that is, zooming 

out can allow the field to narrow in. For example, perfect or near-perfect adaptation 

enables cells to respond to the gradient, rather than the average value, of a signal [82]. 

Ma et al. explored this property not by modeling the known signaling components of 

these networks, but by generalizing chemotactic and other biological networks into 

abstract three-node networks, and performing a topology search over all of the possible 

relations of the three nodes [89]. This search revealed that only two network designs, the 

negative feedback loop and the incoherent feed forward loop, are capable of achieving 

perfect adaptation. 

 This general finding may then guide future mechanistic studies of cell migration. 

A recent cross-correlative study of GTPases, actin, phosphoinositides, and edge velocity 

by Kunida et al. indicated adaptation of Rac1 activity in response to PI3K inhibition [80]. 

To search for a source of this behavior, Kunida et al. looked to the abstract, conceptual 
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search performed by Ma et al. for networks capable of adaptation. Of the two candidate 

topologies that Ma et al. identified, the negative feedback topology recapitulated Kunida 

et al.’s experimental findings. Kunida et al. thus searched for a negative regulator of actin 

and Rac1, and found that myosin light chain kinase acts as a node in the causative 

negative feedback loop for the observed adaptation. Although negative feedback between 

frontness signals such as Rac1 and backness signals such as myosin light chain kinase has 

long been established in migrating cells [167], the relevance of such feedback to 

adaptation is an unexplored area. Thus, mathematical modeling and constraints from an 

abstract topology search were used in this mechanistic study to find a new behavioral 

implication of a known biochemical link. More recent topology searches for networks 

capable of polarization [20] may provide similar guidance for future mechanistic efforts. 

Data-driven models as predictors 

 Data-driven models may be used not only as final tests of understanding, but also 

as ways of picking up in silico where observation is limited in vitro. For instance, Shibata 

et al. [137] created kinetic equations to describe the reactions of phosphatidylinositol 

lipids in chemotactic cells. Their simulations and experiments both showed two types of 

behaviors for the localization of PIP3: traveling waves and the formation of transient 

domains. The authors explored ranges of variables in their simulations in a systematic 

manner that is not possible in vitro, and found that the traveling waves are induced by an 

instability of the stationary uniform state, while stochastic noise was important for 

transient domain-formation. 
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 Similarly, Marée et al. [93] created a data-driven model to explore the effects of 

both biophysical and chemical feedback on cell polarization and motility. Their model 

suggested that cell shape is not just a downstream readout, but also feeds back by directly 

affecting the internal distribution of GTPases. Meanwhile, their model allowed them to 

test the effect of different values of phosphoinositide feedback; this allowed the authors 

to note that an intermediate level of phosphoinositide feedback creates normal migration. 

Lin et al. [84] expanded this model and predicted that a gradient of Rac activation can 

create a strong cell polarization response, that the timing of this polarization depended 

strongly on the gradient of Rac, and that antagonism between Rac and Rho could amplify 

polarization; in vitro creation of such a gradient with a rapamycin stimulation system 

confirmed their in silico prediction. 

 Finally, data-driven models have been used to predict not only outcomes, but also 

new hypotheses altogether. Wu et al. [163] created data-driven decision-tree models to 

analyze a ‘cue-signal-response’ data set from multipotent stromal cells. Similar to their 

work in fibroblasts [48, 68], the modeling classified responses to combinations of signals 

and conditions. Their decision trees revealed a non-intuitive prediction that decreasing 

ERK would promote cell migration, at least in multipotent stromal cells, which they then 

confirmed in vitro. 

Conclusion 

 Conceptual modeling is commonly used when a circuit is poorly characterized. 

However, conceptual models can also be applied to well characterized systems to replace 
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the biological circuit’s details with simpler functional units–much like the creation of 

Thévenin equivalent circuits [13] for electronic circuits. Meanwhile, data-driven models 

are often applied to well-known systems to identify missing pieces. For example, in the 

case of bacterial chemotaxis, ultrasensitivity of the system could not be explained by 

known components, and data-driven modeling was used to demonstrate that the motor 

itself adapts at the level of switch component subunit clusters [170]. However, a data-

driven approach may also be used to guide our knowledge of which pieces of a poorly-

characterized system are most important to its operation. Iteration between conceptual 

and data-driven models can identify design principles and constraints which may guide 

future experimental and modeling endeavors in cell migration. 
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APPENDIX B 

Sample MATLAB code written for processing CellProfiler data in Chapter 3 

 

Timecourses 

figure 

thicknesses=[0.5,2,4,8]; 

load('C:\Users\Ezhang\RPMI_2.mat') 

feature=handles.Measurements.Cell_by_pERK.Intensity_MeanIntensity_pERK; 

wells=handles.Measurements.Image.Metadata_Well; 

feature=transpose(reshape(feature,12,8)); 

wells=transpose(reshape(wells,12,8)); 

sequential=horzcat(feature(:,12),feature(:,1:11)); 

sequential_wells=horzcat(wells(:,12),wells(:,1:11)); 

conc_timepoint_means=zeros(4,6); 

conc_timepoint_stds=zeros(4,6); 

times=[0,2,3,5,7,10]; 

 

[data_rows,data_cols]=size(conc_timepoint_means); 

 

for r=1:data_rows 

    for c=1:data_cols 

        mean_vector=[nanmean(sequential{2*r-1,2*c-1}),nanmean(sequential{2*r,2*c-

1}),nanmean(sequential{2*r-1,2*c}),nanmean(sequential{2*r,2*c})]; 

        conc_timepoint_means(r,c)=nanmean(mean_vector); 

        conc_timepoint_stds(r,c)=nanstd(mean_vector)/sqrt(length(mean_vector)); 

    end 

end 

normalize=nanmean(conc_timepoint_means(:,1)); 

 

 

for i=1:data_rows 

    

errorbar(times,conc_timepoint_means(i,:)/normalize,conc_timepoint_stds(i,:)/normalize,'

Color',[0 0 0],'LineWidth',thicknesses(i)) 

    hold on 

end 

hold off 
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Histograms 

load('C:\Users\Ezhang\RPMI_2.mat') 

times=[0,2,3,5,7,10]; 

pERK=handles.Measurements.Cell_by_pERK.Intensity_MeanIntensity_pERK; 

pERK=transpose(reshape(pERK,12,8)); 

pERK_sequential=horzcat(pERK(:,12),pERK(:,1:11)); 

pERK_conc_timepoint_pooled=cell(4,6); 

[data_rows,data_cols]=size(pERK_conc_timepoint_pooled); 

bins=[0:0.001:0.03]; 

i=1; 

for r=2:data_rows 

    for c=1:data_cols 

        subplot(3,6,i) 

        pERK_conc_timepoint_pooled{r,c}=vertcat(pERK_sequential{2*r-1,2*c-

1},pERK_sequential{2*r,2*c-1},pERK_sequential{2*r-

1,2*c},pERK_sequential{2*r,2*c}); 

bar=hist(pERK_conc_timepoint_pooled{r,c},bins)/sum(hist(pERK_conc_timepoint_pool

ed{r,c})); 

        plot(bar,'k','LineWidth',1.5) 

        i=i+1; 

        axis([0 30 0 max(bar)])         

    end 

end 

Covariation analysis 

load('C:\Users\Ezhang\RPMI_2.mat') 

 

feature=handles.Measurements.Cell_by_pERK.Intensity_MeanIntensity_pERK; 

wells=handles.Measurements.Image.Metadata_Well; 

feature=transpose(reshape(feature,12,8)); 

wells=transpose(reshape(wells,12,8)); 

sequential=horzcat(feature(:,12),feature(:,1:11)); 

sequential_wells=horzcat(wells(:,12),wells(:,1:11)); 

conc_timepoint_means=zeros(4,6); 

conc_timepoint_stds=zeros(4,6); 

times=[0,2,3,5,7,10]; 

 

[data_rows,data_cols]=size(conc_timepoint_means); 

 

for r=1:data_rows 

    for c=1:data_cols 
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        mean_vector=[nanmean(sequential{2*r-1,2*c-1}),nanmean(sequential{2*r,2*c-

1}),nanmean(sequential{2*r-1,2*c}),nanmean(sequential{2*r,2*c})]; 

        conc_timepoint_means(r,c)=nanmean(mean_vector); 

        conc_timepoint_stds(r,c)=nanstd(mean_vector)/sqrt(length(mean_vector)); 

    end 

end 

normalize=nanmean(conc_timepoint_means(:,1)); 

 

%% 

times=[0,2,3,5,7,10]; 

 

pERK=handles.Measurements.Cell_by_pERK.Intensity_MeanIntensity_pERK; 

pERK=transpose(reshape(pERK,12,8)); 

pERK_sequential=horzcat(pERK(:,12),pERK(:,1:11)); 

pERK_conc_timepoint_pooled=cell(4,6); 

 

pp38=handles.Measurements.Cell_by_pERK.Intensity_MeanIntensity_pp38; 

pp38=transpose(reshape(pp38,12,8)); 

pp38_sequential=horzcat(pp38(:,12),pp38(:,1:11)); 

pp38_conc_timepoint_pooled=cell(4,6); 

 

 

[data_rows,data_cols]=size(pERK_conc_timepoint_pooled); 

i=1; 

for r=2:data_rows 

    for c=1:data_cols 

        subplot(3,6,i) 

        pERK_conc_timepoint_pooled{r,c}=vertcat(pERK_sequential{2*r-1,2*c-

1},pERK_sequential{2*r,2*c-1},pERK_sequential{2*r-

1,2*c},pERK_sequential{2*r,2*c}); 

        pp38_conc_timepoint_pooled{r,c}=vertcat(pp38_sequential{2*r-1,2*c-

1},pp38_sequential{2*r,2*c-1},pp38_sequential{2*r-1,2*c},pp38_sequential{2*r,2*c}); 

        

scatter(pp38_conc_timepoint_pooled{r,c}/normalize,pERK_conc_timepoint_pooled{r,c}

/normalize,'k.') 

        axis([0 7 2 6]) 

        axis square 

        set(gca,'XTick',[]) 

        set(gca,'YTick',[]) 

         

        i=i+1; 

    end 

end 
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APPENDIX C 

 

A general protocol for quantifying single-cell fluorescence with CellProfiler 

Author's note: I include these pages with the hope that easy access to this protocol via the 

university's Electronic Theses and Dissertation Portal will encourage other UT 

Southwestern students to incorporate quantitative image analysis into their projects.  

 

Prerequisites: Immunofluorescent images of nuclei + protein that fills cell + protein of 

interest. Download CellProfiler from cellprofiler.org.  

 

0.  Go to “View output settings.” Choose where to save your output.  
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INPUT MODULES 

1. Images: Drag over your image files to your file list. Note: You can drag sets of whole 

folders.  

 

If you have more files in your folders than just the image files that you want to 

process, you can specify that in “Filter images?” For instance, if I had a bunch of 

files, but I only wanted to process the images with names like “Alexa 488 - n000000” 

or “DAPI - n000000,” I could tell CellProfiler to grab only the files that had “n000” 

in their file names:  

 

 

 

2. Metadata: Click “Yes” for “Extract metadata?” if you want CellProfiler to keep track 

of which folders or files had which cells. This is useful if you’ve organized your 

images into folders for each well, as shown in the image for Step 1. Or, you could use 



97 

 

it if you don’t have well folders, but your images themselves have information that 

you want to track, e.g. ‘pERK_timepoint_1.jpg’, ‘pERK_timepoint_2.jpg’, 

‘pERK_timepoint_3.jpg’, etc..  

(Otherwise, skip Metadata and proceed to NamesAndTypes.) 

If you clicked “Yes,” then, in “Metadata source,” select “Extract from file/folder 

names” 

 

 Select whether you want your images tracked by their file names or the names 

of the folders they are in.  
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 In “Regular expression,” tell CellProfiler how you named this information.  

o For instance, if you have a bunch of folders named by well like A01, A02, 

…, A12, B01, B02,…,B12, etc., your regular expression would be 

(?P<Well>[A-P][0-9]{2}).  

o Or, if you have a bunch of image files together, and they are named with 

some common name plus a trackable name like 20140164_ 00001, 

20140164_ 00002, 20140164_ 00003…, and you wanted to track your 

images by the unique (so, the last 5) digits of that name, your regular 

expression would be 20140164_(?P<Site>[0-9]{5}). 
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NamesandTypes: Now tell CellProfiler how to relate your file names to proteins. In 

this example, I was telling CellProfiler that my naming convention was such that all 

of my files that had “647” in the file name were images of actin by phalloidin-647 

staining, and all of my files that had “488” in the file name were images of pERK 

staining, etc.. Note that I also loaded and named my brightfield images – this will 

allow me to check my segmentation later. 

 

3. Continue on to making your Analysis Modules (skip “Groups.”)  
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ANALYSIS MODULES 

1. Right-click on the empty modules list, and add “IdentifyPrimaryObjects” 
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2. Use this module to tell CellProfiler to use your images of nuclear staining to 

identify the primary objects. Choose the typical diameter of nuclei based on your cell 

size and magnification. In this example, I was giving a ballpark range for nuclei of 

differentiated (neutrophil-like) HL-60 cells at 20x magnification. The below 

thresholding strategy works fine in my experience, but you can play around with the 

parameters, and see how well they work on this step by using the program’s “test 

mode.”  

 



102 

 

CellProfiler will in turn circle all bright spots meeting those criteria in the image:  

 

 

     Zoomed in 

 

 

 

 

 

 

 

3. Add the module “IdentifySecondaryObjects” to tell CellProfiler to expand outward 

from these primary objects (nuclei) based on a marker that fills the cytoplasm. Here, I 

used my actin staining:  
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And this was the result: 

 

     Zoomed in 

                                                                                

 

 

 

 

 

 

4. If you want to measure the cytoplasmic signal, excluding the nucleus of each cell, you 

can add the module “IdentifyTertiaryObjects” to define a tertiary object to fit that need 

– the cell found by actin signal in “IdentifySecondaryObjects” minus its corresponding 

nucleus from “IdentifyPrimaryObjects.” 
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And this will be the result:  

 

5. If you want to check the accuracy of the objects you defined (in other words, check 

your segmentation), you can use the “OverlayOutlines” module to overlay your 

outlines on your brightfield images.  
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    Result:  

 

 

 

 

 

  

 

 

 

 

 

6. Now you can measure your protein of interest with “MeasureObjectIntensity.” 

Pick the image with staining for your protein of interest as the “image to measure.” 

Pick the part of the cell you want to measure that protein in as the “object to 

measure." 
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For each “object to measure” (whole cell, cytoplasm, nucleus), you’ll get a list of 

measurements for each marker you chose to measure.  

 

 

 

 

 

 

 

 

 

 

 

 

 

7. If you are also interested in cell shape, you can use “MeasureObjectSizeShape.” 
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Result: 
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8. Your pipeline is complete! Click “Start Test Mode” to try the pipeline on a small group 

of images. If you’re happy with the result, click “Analyze Images” to analyze your whole 

image set. If you have tons of images, it’ll take about an hour.  
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