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Agenda

 Definitions

 Case Studies

 The Tech

 Ethical Issues

 Future Directions



Digital Medicine

 Combining technological advances in 

information technology, artificial intelligence, 

and big data with those of pharmaceutical, 

biotechnology, and medical device companies



Digital Pill

 MyCite

 Proteus sensor encapsulated with  

Abilify

 Patch

 iPhone with App

 Portal



Big Data Studies



Digital Phenotyping
 “Smartphone sensors and phone usage 

patterns…are able to capture various 

social and behavioral manifestations of 

illnesses, in naturalistic settings, as lived 

and experienced by patients.”



Medical Assistance



The Tech



Digital Medicine Systems



Medical Device Categories

 Type I: Mobile apps

 Type II: Limited body contact

 Sensors

 Remote monitoring

 Type III: Contact with the body

 Pacemakers

 Insulin Pumps



Portals

 Receive signals from medical 

devices

 Sends data to the servers

 Portal to provide access to 

information from servers



Data Structures

 Servers

 Where information is kept – “The 

Cloud”

 Algorithms

 A set of guidelines that describe 

how to perform a task (often 

mathematical)

 AI Systems



Digital Medicine Landscape

European Medicines Agency Reviews the whole system



Ethical Issues



Autonomy & Informed Consent

 IP means patient can not know the full process of the digital solution

 Informed Consent v. User Agreement

 Therapeutic Misconception

 Data Management

 Who owns the data?

 Right to withdraw? 



Bias
 Algorithms are biased

 Only as good as the information 

they are fed

 Carry through their programmer’s 

biases

 No checks and balances on an 

algorithms decisions, no way to 

ask “why”

“This new work 

demonstrates 

the possibility 

of AI evolving 

prejudicial 

groups on their 

own.”



Lack of Feedback



Privacy & Confidentiality-I

 Privacy – The right to 

keep your own secrets

 Confidentiality –

Expectation that a person 

with whom you share 

information will keep it 

secret. 



Privacy & Confidentiality-II

 Information sharing

 Physician

 Family/Friends (optional)

 Pharmaceutical Company

 Device Manufacturer

 Software Developer

 Insurance Company



Cybersecurity

 No legal or FDA 

requirement for data 

encryption

 Hacking



Changing Physician-Patient 

Relationships

 Trust

 Clinician Monitoring

 Managing Expectationsts

 Liability Risks

 Blame for adverse events

 More physician computer 

responsibilities

 2016, 2 for 1



Unexamined Issues

 Involuntariness

 Direct Observed Therapy

 Court-Ordered

 Can Becomes Must



Future of AI and Health

Uses in Health Care

 New frontiers

 Better control of chronic conditions

 Expanding expertise

 Greater availability of expert views

 Greater availability of expertise in 

resource poor settings

 Automate tedious tasks

 Allocate resources

 E.g. How to best schedule Ors

 Decision-assistant

Ethics & Policy Tasks

 Need to create regulatory and 

oversight structure

 Updating privacy rules

 What happens when docs and Ais

disagree?

 Integrate computers further into 

practice 
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