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Kinesin-1 (conventional kinesin) is a protein motor that carries organelles

and vesicle cargo along its microtubule track. The two catalytic heads of Kinesin-

1 are linked to function as a highly processive “molecular walker” that can take

hundreds of steps before falling off the track. A key requirement for processivity

is that the nucleotide cycles of the heads are coordinated to prevent simultaneous

release of both heads from the track. The structural basis for coordination has

not been established yet. Here, we show the conformational changes involved in

nucleotide-dependent switching of the kinesin core in the functional context of the

microtubule. The observed conformational differences between two key nucleotide

states comprise the structural groundwork for future studies on how the nucleotide

cycles are coordinated between the heads.
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Further, a software suite, Ruby-Helix, was developed to facilitate helical im-

age analysis and implement a new algorithm for the analysis of helical objects with

a seam. Ruby-Helix incorporates several new techniques for conventional helical

analysis, and automates many of the repetitive steps involved in helical analysis,

thereby greatly increasing the throughput of this method.
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chapter one
Introduction

Motor Proteins

Active movement is a key feature of living organisms, and is manifested, at its

lowest level, in behaviors such as phototaxis (movement towards light), chemotaxis

(movement along a chemical gradient), and others involving the directed movement

of an organism. On the subcellular level, rotary motors propel certain bacteria

(reviewed in [279]), nucleic acid enzymes translocate along RNA or DNA (reviewed

in [68, 146, 240]), translocases thread polypeptide chains across membranes [301],

and so-called “mechanoenzymes” transport vesicle and organelle cargo within cells.

The mechanoenzymes directly convert the chemical energy derived from ATP

into directed motion [16]. The three families of linear mechanoenzymes known to

date include myosins, dyneins and kinesins [99]. The myosin family was first de-

scribed in the second half of the 19th century (reviewed in [16]) and is a major

constituent of the muscle tissues found in higher eukaryotes. It is the only actin-

based mechanoenzyme family known to date. The other two families, dyneins and

kinesins, track along microtubule (MT) filaments composed of tubulin subunits ar-

ranged head-to-tail as protofilaments, which themselves roll up to form a hollow

tube [263]. The dynein family of proteins was first described in 1965 [85], but due

to a number of technical difficulties remains the least well characterized. In con-

trast, the first kinesin was described only in 1985 [22, 318], but has since become

one of the best studied motor proteins. In addition, kinesin has given rise to a large

protein family that includes not only motor proteins, but a variety of regulators of

the microtubule cytoskeleton as well.

18
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On a sequence level, the three families of motor proteins share no homol-

ogy, other than a common P-loop ATP binding motif [99]. Interestingly, however,

myosins and kinesins share a similar fold, and several corresponding structural el-

ements in the two proteins share analogous functions (reviewed in [314, 316]). For

example, myosins and kinesins generally share a central β-sheet with three α-helices

on each side of the β-sheet core domain. Although the connectivities differ between

the two protein families, the functions of filament binding [329], and power trans-

mission are performed by the helices in the same relative orientation to the central

β-sheet domain. A structure of the kinesin-1 motor core with several important

features highlighted is shown in Figure 1.1 on page 47, and the similarities of the

myosin and kinesin folds are illustrated in Figure 1.2 on page 48.

Another interesting similarity can be found between kinesins, myosins, and

the large family of G-proteins. G-proteins act as “switches“, and their activity gen-

erally depends on the bound nucleotide, GTP or GDP. On a sequence level, little

similarity is found among myosin, kinesin, and G-proteins. However, key residues

between the classes seem to be conserved, and the active sites of these proteins,

despite differing nucleotides, are remarkably similar. In particular, the P-loop in-

volved in nucleotide binding and the switch I and II regions that sense whether

the γ-phosphate of the nucleotide is present or absent, appear to superimpose re-

markably well [312, 316]. Common ancestry between proteins is generally detected

by sequence similarity. Using only this criterion, kinesin, myosin, and G-proteins

cannot be said to be homologous. If, however, structural similarity and functional

assignment of secondary structure elements is taken into account, it is likely that

these protein families evolved from a common ancestor. In any case, the myosin and

kinesin motor families appear to be more similar to one another and to G-proteins

than they are to any other nucleotide-binding proteins [314]. It is therefore probable

that they diverged early in evolution from a common ancestor [312].

On a functional level, G-proteins are generally active in the GTP state, and
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are often deactivated by GTPase-Activating Proteins (GAPs). The GAP can be

the target protein itself, as in the case of EF-Tu and its ribosome target [280], or

a distinct regulatory protein, as in the case of the Ras family of proteins [27]. In

the case of the GAP as substrate, it is often the case that the GTPase dissoci-

ates from the target once hydrolysis has returned the G-protein to its inactive state.

The nucleotide is subsequently exchanged, generally through a Guanidine nucleotide

Exchange Factor (GEF), to restore the G-protein to its active state. The motors

myosin and kinesin work similarly, but the track, actin in the case of myosin and

microtubule in the case of kinesin, acts as both the GAP and GEF. Nonetheless, it

can be said in analogy to G-proteins that these motors also attached to their respec-

tive tracks when bound to ATP (instead of GTP), and dissociate once hydrolysis

has occured (reviewed in [312, 316]).

Processive single-molecule motility sets kinesin-1 and myosin-V apart from

the other motors, and this mechanism has generated substantial interest [11, 14,

95, 241, 264, 266, 315, 336, 343]. Despite extensive research, however, the detailed

mechanism of force generation in many motor kinesins is not fully understood.

Since the discovery of Saccharomyces cerevisiae [206] and Aspergillus nidulans

[69] kinesin genes with 30-40% sequence identity to the Drosophila melanogaster

kinesin-1 motor core, but without significant homology outside the core domain, a

“kinesin superfamily” has emerged. The members of this family are unified by the

similarity of the core domain, but the kinesin core appears to have been adapted to

perform tasks different from the original motor function. The next section will give

a brief overview over the kinesin superfamily, with focus on how the basic kinesin

core is used in various cellular functions.
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The Kinesin Family of Proteins

During the early 1980’s, studies of organelle transport in the central nervous

system highlighted the critical role of protein motors, which transport organelles

between the cell body and the synaptic terminal of neurons [5, 23]. In humans, the

distance between the cell body and synapse can be on the order of 1 meter, and

the simple diffusion of organelles and small molecules cannot be used to supply the

synapse adequately. Active organelle transport by protein motors, therefore, allows

such extended cellular structures to be maintained and organized. The two principal

motors in this context are kinesin and dynein [3].

Kinesin-1 (conventional kinesin) was first described in 1985 as a microtubule-

dependent ATPase activity found in the cell extracts from neurons [22, 318]. The

early discovery that kinesin forms a rigor complex with microtubules in the presence

of AMP-PNP [187] stood in contrast to the nucleotide cycles of dynein [195] or

myosin [92], which dissociate in the presence of ATP or ATP analogues. Moreover,

this discovery allowed the straightforward purification of kinesin from crude brain

extracts by successive cycles of binding to and unbinding from microtubules [318].

The ability to easily express and purify kinesin proteins has contributed much to

the rapid expansion of the field.

The kinesin superfamily now consists of a large number of members with

widely differing cellular functions. They can be found in all organisms characterized

to date and range from microtubule-regulating proteins such as kinesin-13 [213, 246,

269] to the motor proteins that originally gave the kinesin family its name. It is

likely that kinesins evolved from motors that segregated chromosomes in unicellular

organisms to general transport machinery engaged in the ferrying of organelles and

membranes, ciliary motility, as well as the regulation of their microtubule track

[314].

Over 90 kinesin sequences have been discovered to date, and most of these

fall in three categories, based on the position of the motor core within the sequence
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(reviewed in [314]), with the rest termed orphan kinesins. The three categories are

illustrated in Figure 1.3 on page 49. The majority of the motor kinesins (kinesin

families 1 to 12), including the original motor kinesins (kinesin-1), are classified

as KIN N, as the enzymatic core is found at the N-terminal end of the protein.

In contrast, KIN C motors (kinesin-14 family) carry the motor domain at the C-

terminal end, and KIN I motors (kinesin-13 family) have an internal motor domain.

The general organization of the domains in the functional motor is illustrated using

the KIN N motor kinesin-1 in Figure 1.4 on page 50.

Generally, KIN N kinesins are motors that move towards the plus-end of mi-

crotubules, while KIN C kinesins move towards the minus-end. The KIN I kinesin

does not move along microtubules, but instead uses the force-generating capabil-

ity of the kinesin core to depolymerize microtubules [213, 229, 246, 269], thereby

perfoming an important function in the regulation of cellular microtubule dynamics

[212, 284].

Interestingly, kinesins share high structural similarity and are thought to

share a common mechanism of force transduction, even though some translocate

along the microtubule in opposite directions from others, while others do not translo-

cate at all. For example, the plus-end directed kinesin-1 motor (conventional kinesin)

and the minus-end directed kinesin-14 (ncd) motor share 40% sequence identity of

the motor core.

It is worth noting in this context that the most class-specific part of the

kinesin sequence is not the motor core, but rather the neck region linking the enzy-

matic core to the rest of the protein [314]. In fact, a phylogenetic tree constructed

using the roughly 40 residues of the neck sequence largely agrees with a similar

tree based on the approximately 330 residue motor core, suggesting that these two

modules have evolved together [314]. In KIN C and KIN I kinesins, the neck is

N-terminal to the core, while in KIN N kinesin it is C-terminal.
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Kinesins and disease

Given the importance of motors for organelle transport, it is expected that

anomalies in motor function lead to disease. This should be true especially in cases

where only motors can travel large distances, such as axonal transport. However,

only very limited data is available on kinesin-related diseases (reviewed in [200]).

One of the more prominent kinesin-related pathologies is situs inversus, in which

the position of organs along the left-right axis is inverted. Knockout studies in mice

showed that this phenotype is due to a disruption of nodal flow during gastrulation,

which leads to randomization of the left-right axis. KIF3−/−-mice have embryonic

defects in the generation of nodal cilia, which are essential for the nodal flow that

determines left-right asymmetry [201, 224]. Furthermore, KIF3 is involved in early

patterning and neurogenesis, as KIF3 knockout mice display severe developmental

phenotypes that are lethal at the embryonic stage [290]. Other kinesins have also

been found to play crucial roles in embryogenesis and cell maintenance. Knockouts

of KIF5 show abnormal clustering of mitochondria and lysosomes and are also em-

bryonic lethals [291]. Taken together, these data suggest that kinesins are required

for normal cell function, not only in highly elongated cells such as neurons that

depend on motors for long-range transport, but also in more globular cell types.

Nonetheless, the study of kinesins may well hold a promise for medical ap-

plications. Due to the intricate involvement of kinesins in processes such as mitosis,

it may be possible to develop drugs that specifically target dividing cells, either

by disrupting chromosome segregation, or by targeting the microtubule cytoskele-

ton. The natural compound adociasulfate-2 from a marine sponge has been found

to block kinesin-dependent motility and mitosis [261]. Other potential kinesin in-

hibitors have been developed using structure-based computer screening, of which

several hold promise as drugs [131]. Furthermore, the drug monastrol, an inhibitor

of the mitotic spindle kinesin Eg5, causes the formation of monopolar asters and

blocks cell division [153] and is now widely used in research applications. Lastly,
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the local anesthetic lidocaine was found to block axonal kinesin-dependent traffic.

Interestingly, however, lidocaine does not affect the ATPase activity of kinesin, but

rather appears to block the coordination between the catalytic heads [210]. While

the main mechanism of action of lidocaine is the suppression of action potentials

through membrane stabilization (reviewed in [30]), it is possible that transient neu-

rological symptoms after lidocaine administration [150, 233] are partly due to the

effect of the drug on kinesin motility.

Aside from inhibiting the function of motor kinesins, further promise may be

held in drugs that affect regulatory kinesins. The mitotic anti-cancer drugs taxol

and nocodazole disrupt the dynamics of the microtubule cytoskeleton by stabilizing

and destabilizing, respectively, microtubules. A more specific mitotic drug could

possibly be developed that targets microtubule-depolymerizing machines of the ki-

nesin Kin I type, such as the mitotic centromere-associated kinesin-13 (MCAK).

Kinesin-13 and other microtubule regulators have been shown to be important for

microtubule remodeling during mitosis [61], and potential benefits could be gained

from specifically targeting microtubule regulators enriched in mitotic cells, rather

than the more ubiquitous microtubule cytoskeletal components.
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The mechanism of kinesin-1 motility

Molecular organization and regulation of the kinesin-1 motor

The molecular organization of kinesin-1 was established in 1989 and showed

the globular N-terminal catalytic domains of the kinesin dimer as well as the ex-

tended coiled-coil domains [119, 325]. Based in part on these structures, a model

for the organization of kinesin-1 was proposed. Kinesin-1 exists as a heterotetramer

of two heavy chains and two light chains. The heavy chains contain two identical

“heads” of approximately 45 kDa at the N-terminus that form the catalytic core

of the motor. These are followed by an extended coiled-coil domain that forms the

dimerization domain and links the heads to each other as well as to the cargo. At the

C-terminal of the coiled-coil dimerization domain are the light chains with binding

sites for adapter molecules, which allow kinesin to dock to and transport different

cargoes (reviewed in [151]). A schematic of the organization is shown in Figure 1.4

on page 50. While the details for the organization of other kinesin family members

vary, the overall configuration of a coiled-coil domain linking catalytic heads to the

cargo is found for several motor kinesins that form higher order structures (reviewed

in [314]).

In addition to linking the force-producing domains to the cargo, the coiled-

coil domain has been found to contribute to kinesin regulation. When kinesin-1 is

inactive in solution, the kinesin tail binds to the heads and inhibits the release of

ADP [45, 78, 103, 105, 106, 283, 323]. For this, it is necessary that the coiled-coil

domain be foldable to allow the tail domain to contact the catalytic heads. Indeed,

several “hinges” that disrupt the coiled-coil structure have been found within the

dimerization domain [119, 220, 337]. These hinges contain prolines and glycines and

give the motor domains considerable torsional flexibility with respect to the cargo

[133]. This flexibility allows kinesin to swivel independently of the attached cargo
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without losing any significant speed [138], but also makes it possible for the long

neck domain to fold and bring the inhibitory C-terminal domains in contact with the

heads (reviewed in [99]). Although the hinges are not a general feature of kinesins,

several N-type kinesin do have them, and hence hinges may be a class-specific feature

[314].

Architecture of the kinesin catalytic core

The first structures of kinesin catalytic domains in complex with microtubule

were published in 1995 in three back-to-back articles, and highlighted the remarkable

similarity of the head domains of kinesin-1 [122, 166], and the minus-end directed

kinesin-14 [128].

Kinesins are characterized by a catalytic motor core of α/β architecture with

a central β-sheet domain of eight strands with three α-helices on either side of the

sheet. The helices are involved in microtubule binding, and power transmission,

while several of the loops between secondary structure elements are involved in

nucleotide binding and sensing [184, 257].

Structurally, the N- and C-terminal extensions of the kinesin catalytic core

are located on the same side of the core, and run in parallel strands about 7 Å

apart [215, 306]. Furthermore, they are both close to the switch II helix that senses

the nucleotide state and relays the information to the neck region (see Figure 1.1

on page 47 for details). The similar architectures of the catalytic domains of the

plus-end directed kinesin-1 and the minus-end directed kinesin-14 motors are shown

in Figure 1.5 on page 51. In both cases, the motor core is closely connected to

the coiled-coil neck region that also forms the dimerization domain. However, the

C-terminal extension from the core of kinesin-1 forms a 13 residue linker region,

called the neck linker, that connects the catalytic core to the neck domain and can

detach from the core [285], while in kinesin-14 the N-terminal extension forms the

neck coil with only a few intervening residues.
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The directionality of kinesin movement was found to be related to the neck

region, not the motor core itself [115, 117]. In fact, it has been shown that a

chimeric motor with the neck region of (plus-end directed) kinesin-1 with the motor

core of (minus-end directed) kinesin-14 (ncd) retains the directionality of kinesin-1

[35]. This finding suggests that motor kinesins are likely “geared” differently, while

sharing the same “engine” core [36, 66, 67].

Models for kinesin motility

Kinesin-1 is a “molecular walker” [10, 343] that steps 8 nm from one tubulin

dimer to the next along its microtubule track [152, 241] and hydrolyzes 1 ATP per

step [46, 47, 71, 265, 289, 324]. In this manner, a single kinesin dimer can take

hundreds of steps and cover distances in excess of 1 µm without release from the

track [97, 315]. The ability to take many steps without release from the track has

been termed “mechanical processivity” [163] and distinguishes kinesin from dynein

and most myosins, which are generally not considered to be processive [99], although

some evidence to the contrary has emerged recently [84].

In its minimal configuration for processive motility, the kinesin-1 motor con-

sists of a dimer of catalytic heads, connected to each other and the cargo through

the extended coiled-coil domain. The kinesin dimer has been found to move linearly

along the ridge of a single protofilament of its microtubule track [130]. Such move-

ment is consistent with at least two different modes of motility, commonly referred

to as the “hand-over-hand” model and the “inchworm” model. These models are

compared in Figure 1.6 on page 53.

The hand-over-hand model is analogous to the walking of bipeds, such as

humans [10]. Nonetheless, the term “hand-over-hand” is preferred in the literature

over “walking”, because the effect of gravity at the molecular scale is very small,

and it is therefore necessary for molecular motors such as kinesin to attach to, and

detach from, their respective tracks. In this sense, it is more appropriate to compare
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this mode of stepping to a person hanging from and moving across a rope streched

between two anchor points and moving “hand-over-hand”, putting one hand in front

of the other. Nonetheless, referring to the model as “walking” may be more intuitive

and is equivalent except for the complication mentioned. The hand-over-hand model

implies the following mechanistic details:

First, during each step, one catalytic head (or foot in humans) is stationary, while

the other moves.

Second, the heads exchange positions during each step. Each head therefore alter-

nates between leading and trailing, as well as moving and stationary.

Third, any given binding site will be used by only one of the heads, and the same

binding site will be skipped by the other head.

Furthermore, it should be noted that the kinesin heads in a homodimer are equal,

rather than having mirror-symmetry like hands or feet. While this led to early

expectations that the movement of the heads be symmetric as well, such models

have been ruled out [116, 134], and there appears to be general agreement in the field

that kinesin-1 moves by an asymmetric hand-over-hand mechanism [11, 116, 267].

While this observation could potentially create an additional complication of the

model, it will be evident later that the basic features of the proposed model are not

significantly affected.

The hand-over-hand model directly contrasts with the “inchworm” model,

which has also been used to explain kinesin motility [134, 288]. In this model,

motility is analogous to the movement of caterpillars or centipedes, which propel

themselves forward by successively extending the front of their bodies forward and

retracting the rear. This model is characterized by the following features:

First, both of the heads move sequentially during the step; each step is therefore

composed of two substeps.
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Second, distinct leading and trailing feet that do not exchange positions.

Third, each binding site is used by both heads in succession.

Despite the early controversies, much evidence suggests that kinesin-1 moves

by the asymmetric hand-over-hand mechanism [11, 116, 264, 266, 343] and the

heads alternate at each step [95, 113, 155, 267, 276]. Nonetheless, evidence exists

that favors the inchworm model, particularly under high loads [266].

Regardless of the mechanistic model, given the molecular architecture of ki-

nesin with two connected catalytic heads, the ATPase cycles of the heads must be

coordinated for the motor to be processive, such that only one of the heads can

be detached at any time during processive movement. The heads, therefore, must

communicate. Such communication should serve the purpose of stalling the ATPase

cycle of the stationary head until the moving head has completed its step (reviewed

in [102]).

To understand the mechanism of processive motility in kinesin, it is necessary

to first consider how the ATPase cycle of each head is related to the microtubule

binding and unbinding events, as well as to the structural changes that lead to force

production.

Biochemical characterization of the kinesin ATPase cycle

Each head in a kinesin dimer can exhibit microtubule-stimulated ATPase

activity, and can bind to and unbind from the microtubule, but monomers of kinesin-

1 are not processive [14, 83]. This is in contrast to the monomeric kinesin KIF1A,

which is believed to be processive [226], but uses two different loops on the motor

core alternately to stay attached and move diffusively along the microtubule surface

[223, 225, 227]. Nonetheless, the ATPase cycles of monomeric and dimeric kinesins

are related to the microtubule binding/unbinding cycles as well as force-producing

structural changes in similar ways.
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We propose the simple model shown in Figure 1.7 on page 54 for a full nu-

cleotide cycle of kinesin. Important features of the model are a) the coupling between

nucleotide state and microtubule attachment/detachment, and b) the existence of

weakly and strongly bound states with respect to microtubule. An important caveat

not conveyed by the model is that individual kinesin heads can hydrolyze multiple

ATP molecules in a single microtubule encounter (i.e. without release from the mi-

crotubule) [135, 148, 198]. The ability to hydrolyze multiple ATP molecules without

release from the track has been termed “kinetic processivity”, and is in contrast to

the “mechanical processivity” term used earlier to define the ability to take many

steps along the track without release of the motor. Thus, while even individual

heads of kinesin-1 have limited “kinetic processivity”, they are not “mechanically

processive”. Rather, they transition between strong and weak binding states on the

microtubule while undergoing futile ATPase cycles. The relationship betweeen the

two types of processivity will be discussed in more detail in section The two-head

bound state starting on page 35.

The following reaction rates and binding constants directly relevant to the

kinetic mechanism of kinesin processivity have been determined for monomeric ki-

nesin motor domains (◦ denotes the bound state):

ADP release in absence of microtubule

Khead ◦ ADP
k1­ Khead + ADP (1.1)

with k1 = 0.02 s−1 [135, 198]

microtubule-stimulated ADP release

Khead ◦ ADP + MT
k2­ Khead ◦ MT + ADP (1.2)

with k2 = 150 − 300 s−1 [198, 217]. Note that release of ADP occurs in a

two-step process (binding of Khead ◦ADP to microtubule, and release of ADP
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from Khead ◦ ADP ◦ MT ) and the rate given is for the entire process.

binding to microtubule in presence of excess ADP

Khead ◦ ADP ◦ MT
KADP

d,MT

­ Khead ◦ ADP + MT (1.3)

with KADP
d,MT = 16 − 22 µM [198, 335], with a rate of head dissociation

koff = 75 s−1 [198]

ATPase in absence of microtubule

Khead ◦ ATP
kcat­ Khead ◦ ADP + Pi (1.4)

with kcat = 0.029 s−1 [135]

microtubule-stimulated ATPase

Khead ◦ ATP ◦ MT
kMT

cat­ Khead ◦ ADP ◦ MT + Pi (1.5)

with kMT
cat = 60 − 80 s−1, KMT

0.5,ATPase = 160 nM for half-saturation of the

ATPase rate by microtubule at saturating ATP levels, KMT
0.5,ATPase = 43 µM

for half-saturation of the ATPase rate by ATP at saturating microtubule lev-

els, and KMT
0.5,binding = 400 nM for half-saturation of kinesin binding to

microtubules at saturating ATP levels [135, 198].

microtubule-stimulated ATP hydrolysis

Khead ◦ ATP ◦ MT
khyd

­ Khead ◦ ADP ◦ Pi ◦ MT (1.6)

with khyd = 200 s−1. Release of Pi is at least as fast as hydrolysis and

therefore essentially irreversible [135, 198].
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binding constant for ATP-like state

Khead ◦ ATPanalog ◦ MT
K

MT,ATPanalog
d ­ Khead ◦ ATPanalog + MT (1.7)

with K
MT,ATPanalog

d = 1−7 µM [198]. Note that due to steady-state ATP hy-

drolysis, this is significantly different from the apparent dissociation constant

in the presence of excess ATP, measured at 9 µM [198]

binding constant for apo (no nucleotide) state

Kdimer ◦ MT
KMT,apo

d­ Kdimer ◦ +MT (1.8)

with Kd = 3 nM [48]. This rate has been determined only for the dimer,

but other experiments have shown that a dimer with both heads attached to

the microtubule and deviod of nucleotide is unlikely for kinesin-1 [95].

The reverse rates are not shown here, and for most cases they are very small

[94]. Other combinations of reactions and states are possible, but unlikely to be

encountered physiologically. For example, it is possible to produce nucleotide-free

kinesin in the absence of microtubule, but this state tends to destabilize kinesin,

reform the bound ADP slowly (t1/2 ≥ 10 min) in the presence of MgATP [135],

and is therefore unlikely to be encountered physiologically [106, 135]. On the other

hand, it is worth noting that two distinct conformations may exist for the ADP-

state of kinesin bound to microtubule, a weakly-bound state that can dissociate, as

well as a state attached more strongly that likely leads to nucleotide ejection [198].

However, it has been challenging to separate these states experimentally, and rates

are generally given for the combined process [198].

To produce motility in the dimeric motor, the nucleotide states need to be

coordinated between the two heads of the dimer. Of particular importance to me-

chanical processivity is that weak binding states should not occur simultaneously to
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prevent premature release of the motor from the microtubule. A model of how the

heads are coordinated is the focus of the next section.
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The kinesin step

Coordination of the step

The coordination of kinesin stepping is achieved by keeping the ATPase

cycles of the heads out-of-phase. Several studies have suggested that ADP is released

from only one head upon binding of dimer kinesin to microtubule, whereas the other

ADP is released too slowly to contribute to the main kinetic pathway [95, 100, 197].

This state is thought to essentially constitute an “ATP waiting state”, during which

only one of the heads is strongly attached to the microtubule. At this point, it is

unclear what this waiting state looks like [34]; several studies have suggested that

the tethered head is detached from the microtubule during the wait [157, 214, 327],

possibly attached to the bound head [6] or free to diffuse within the reach of the

tether [33, 34], while others contend that kinesin waits with both heads attached to

the microtubule [341, 343].

Regardless of the waiting state structure, it is clear that ATP binding at

the attached head commits the motor to stepping and gates release of ADP from

the leading head [49, 264]. A model of a single step is shown in Figure 1.8 on

page 56. ATP-induced attachment of the leading head is thought to occur very fast

(> 2000 s−1), followed by slower release of ADP from the leading head [49]. The

result is that kinesin is transiently attached by both heads to the microtubule in the

presence of ATP [214] or ATP analogs [157]. In this state one head is bound to ATP,

while the other has no nucleotide, and is therefore strongly attached (see section

Biochemical characterization of the kinesin ATPase cycle on page 29 for details

on the binding constants). This stepping event closes the nucleotide pocket of the

trailing head and commits it to ATP hydrolysis [164, 218, 219]. At the same time,

ATP cannot bind to the leading head until the trailing head has completed hydrolysis

(kATPase = 60 − 80 s−1 [135, 198]) and detaches [141, 181, 250]. Hydrolysis of
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ATP and release of Pi at the trailing head reverts it to the weakly bound ADP

state [101], and detachment of the trailing head completes the cycle, with the heads

having switched places. This mechanism, essentially, keeps the nucleotide cycles of

the two heads out of phase by coupling the release of the attached head (by ATP

hydrolysis) to the attachment of the tethered head (by ADP release) [102].

In summary, coordination is achieved by stalling the nucleotide cycle in one

head until the other head has completed a “checkpoint” conformational change. For

the leading head, nucleotide binding is stalled until the trailing head is dissociated by

ATP hydrolysis. For the trailing head, ATP hydrolysis is delayed until the leading

head is attached at the forward binding site. In this model, mechanical processivity

is principally limited by the binding and hydrolysis of ATP at the bound head

before the tethered head has completed its step and is strongly attached. How the

probability of this event is significantly reduced through coordination and passage

through a two-head bound state is the focus of the following chapters.

The two-head bound state

The key requirement for processivity in this cycle, as implied by the hand-

over-hand model, is the two-head bound state during which the heads exchange

positions. In the absence of a two-head bound state, the motor could completely

dissociate from the track and diffuse away. Indeed, Hackney has reported that

premature ATP hydrolysis in the attached head before the tethered head attaches to

the microtubule leads to the detachment of kinesin [100]. The two-head bound state

is important to two theoretically unrelated problems concerning kinesin motility:

Entry into this state governs mechanical processivity, the ability to complete con-

sequtive steps without detachment from the track.

Exit from this state governs the coupling ratio of the nucleotide cycle to a step,

defined as the number of ATP hydrolyzed per step. Coupling is sometimes

measured in the literature as the duty ratio of the motor [81, 231, 237, 347] and
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is related to the number of futile hydrolysis cycles of the motor, i.e. nucleotide

cycles that do not lead to a step.

The problem of mechanical processivity has received clearly more attention in the

field than that of coupling, although details of the latter are beginning to emerge as

well. Consideration of the problem of coupling deserves special attention, because

some kinesins, e.g. the monomeric kinesins such as KIF1A are believed to be me-

chanically processive despite low duty ratios [226, 347]. The work presented in this

document deals mostly with the problem of mechanical processivity, but because

coupling and mechanical processivity may be tighly linked in kinesin-1, coupling will

be given some consideration as well.

From the observation that kinesin hydrolyzes 1 ATP per step and can cycle

repeatedly without falling off the track, it is clear that both entry to and exit from the

two-head bound state are tightly gated and segregated. The two-head bound state

itself may be rather short-lived (approximately 100 µs) [142]), due to two fast and

essentially irreversible gating steps that control entry to and exit from this state.

As shown in Figure 1.8 on page 56, entry to the state is gated by ADP release,

while exit from the state is induced by Pi release. Contrary e.g. to the waiting

state described earlier, which could have several distinct conformations, this state

is well defined and forms a “choke point” along the pathway through which kinesins

moving processively in either direction must pass [34, 93, 222]. Therefore, detailed

knowledge of this state can provide direct evidence of the coordination of the heads.

Gating the kinesin step

Increasing evidence suggests that strain plays an important role in the main-

tenance of the difference in nucleotide states between the heads [49, 93, 107, 141,

250, 342]. Several groups have studied the effects of strain on kinesin motility. Ear-

lier studies suggested that motility of the dimer kinesin is not significantly affected

by forward or sideways load, but that large backwards loads stall the motor [17].
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Subsequent studies found that the stall force of the dimeric motor depends on the

concentration of ATP in the buffer, and that the load acting on the motor must

therefore affect the binding of ATP [324]. Indeed, theoretical models as well as ex-

perimental evidence suggest that release of the motor from microtubule after ATP

binding is significantly faster when a forward load is applied as than when the motor

is loaded in the backward direction [74, 308], but that stepping in both directions

requires ATP [222], presumably because attachment and release events in both di-

rections are subject to the same gating mechanisms [34, 73]. In contrast, there is

no evidence for sideways stepping [241], even under loads applied sideways [17, 73].

Subsequent studies have helped elucidated the structural basis of strain-

dependent motility. On one hand, inter-head tension has been implicated in the

gating of nucleotide binding to the leading head. Indeed, Rosenfeld and co-workers

found evidence that the major effect of strain between the heads is to prevent ATP

binding to the leading head [250]. In support of their data are single molecule

experiments performed on single kinesin heads, showing that the affinity of the

kinesin head for ADP is approximately 7-fold higher when the motor is pulled for-

ward, rather than backward (∼13 vs. ∼90 µM, respectively) [307]. Furthermore,

when AMPPNP, an ATP analog known to induce a strong binding state in kinesin

(Kd ≈ 42 nM [44]), binds to the motor during processive motility, a terminal back-

step is required before processive motility can resume [93, 327]. These observations,

as well as a theoretical model suggesting that 12-15 pN of strain on the lead head

disrupts its ability to bind nucleotide [141], strongly suggest that nucleotide binding

to the leading head is gated by backward strain.

On the other hand, strain on the trailing head has been implicated in “trap-

ping” ADP after hydrolysis [52, 307], thereby preventing reversion to the strongly

bound apo state. Further experiments have suggested that forwards-directed tension

accelerates trailing head release [49, 335], and that an externally imposed forward

pull on the motor can restore processive motility to motors otherwise unable to move
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efficiently either by extended neck linkers [342], or by mutation of the neck linker

attachment site on the motor core [161]. These observations are also consistent

with a proposed mechanism by which ADP release is a force-producing event [116]

and allows dimers to take one step per ATP hydrolyzed [46, 47, 71, 265, 289, 324],

as compared to single heads that hydrolyze on average four ATP before release

[148, 198].

It follows from these observations that both processivity as well as coupling of

kinesin dimers should significantly decrease if strain between the heads is decreased.

Indeed, biochemical as well as structural evidence shows that relieving the tension

on the neck linkers leads to defects in normal motility. Hackney and co-workers

showed that extension of the neck linkers by insertion of additional residues leads to

a loss of kinetic processivity in kinesin-1 [107]. Specifically, microtubule-stimulated

half-site release of wild-type kinesin [95, 100, 149] is severly disrupted in constructs

with 6 or more additional residues in the presumably unstructured part of the neck

linkers [107]; instead, such constructs release all of their bound ADP upon micro-

tubule addition, suggesting that their cycles are no longer out-of-phase [107]. The

resulting decrease in kinetic processivity is approximately 2-fold for a single amino

acid insertion, and 3- to 4-fold for 6 to 12 residue insertions [107, 141].

A single-molecule study using similar constructs, however, found that the

decrease in kinetic processivity (the ability to complete several nucleotide cycles

in a single diffusional encounter with a microtubule [98]) due to the insertion of

additional residues in the neck linker does not necessarily lead to a corresponding

decrease in mechanical processivity (the ability to take many steps before falling

off the track [156]). Instead, the authors found a decrease in coupling of ATP

hydrolysis to stepping, thereby greatly increasing the number of futile hydrolysis

events and decreasing the motor velocity [342]. While the non-direct relationship

may seem surprising at first, it should be recognized that individual heads under

zero-load condition can hydrolyze several ATP before release from the microtubule
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[148, 198], and are therefore kinetically processive. It is therefore possible that the

uncoordinated attachment/release of two heads keeps the dimeric motor attached to

the microtubule. An applied backward load increases the resistance to detachment

of the motor, because backward loads prevent nucleotide binding, as mentioned

previously. A load in the forward direction (towards the microtubule plus-end), on

the other hand, restored velocity to the extended mutants [342], suggesting that

strain may be as important to coupling as it is to processivity.

The possibility of a strain-dependent mechanism raises the question of where

strain can develop and how it can be propagated to coordinate the heads. The most

likely structures to strain across the heads are the neck linkers connecting the heads

to each other as well as to the cargo. The neck linker has been implicated in force

generation as well as head coordination. To gain a better understanding into the

mechanism of the kinesin walk, the next section will take a look at the structural

basis underlying the kinesin step.

The structural basis kinesin-1 motility

As mentioned in section Models for kinesin motility starting on page 27, it

is now generally accepted that kinesin-1 moves by the asymmetric hand-over-hand

model. By using this mechanism, a single kinesin can move in 8 nm steps against

a load of 5 − 8 pN [18, 118, 132, 289, 315, 338], at a velocity of approximately

0.8− 1 µM/s [109, 156, 287, 325], and it can do so hundreds of times before release

from the track, thereby covering several hundreds of nanometers [97, 315].

In light of the asymmetric hand-over-hand model, it is clear that the ATPase

cycles of the heads must be tightly coordinated to achieve the observed processivity,

as even small deviations from ideal kinetics would exceed the 1% observed release

probability [315]. To discuss models of how processivity could be achieved, it will

be crucial to study the structures of dimer kinesins capable of processive movement

in complex with microtubule, and to distinguish each head based on its nucleotide



40

state and/or position with respect to the other head or cargo. To this end, it is

necessary to consider in detail the conformational changes that occur within the

catalytic core upon changes in nucleotide state. These changes are observable in

constructs lacking the dimerization domain, and the focus of the next sections will

be on their potential contribution to the mechanism of processivity.

Much of the research on kinesin so far has focused on conformational changes,

associated with the nucleotide cycle, that are involved in the force-generating pow-

erstroke. The neck linker, the presumed force-producing element in N-type kinesins

[245] is highly conserved, with the consensus sequence K/RxIxNxxxV/IN for the

first 10 residues, where x can be any residue [215, 306]. The neck linker, starts at the

end of helix α6 as it emerges from the motor core and ends at the neck coiled-coil,

where the next 30 residues form a highly stable α-helical coiled-coil [314] that is not

likely to be involved in motility [300]. The neck linker is shown docked to the motor

core in red in Figure 1.1 on 47, while the neck coiled-coil is colored blue.

The coiled-coil neck region contains a ϕ−xx(x)−ϕ−xxx−ϕ−xx−ϕ motif,

where ϕ is hydrophobic and highly conserved [314], and forms part of the kinesin-

1 dimer interface [215, 306]. Approximately seven helical turns of the coiled-coil

domain are required for dimerization [136, 306, 346], and a construct of this length

possesses all the biochemical features of the full dimeric motor [149]. It is also

noteworthy that dimerization is tight [346] with Kd ≈ 37 nM [216], despite the

relative shortness of the coiled-coil compared to full-length kinesin. Furthermore,

the base of the coiled-coils in a dimer can be cross-linked without a loss of motility

or processivity, and it has been concluded that unwinding of this region is therefore

not essential for motility [247, 300]. Given these observations, the neck linkers can

be regarded as a spacer of fixed length connecting the catalytic domains. This may

have important ramifications for motility, as discussed below and in later chapters.

Many conformational transitions in proteins, including the ones described

in the following section, take place simultaneously, or nearly so, and may not be
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separable experimentally. Nonetheless, for the purposes of this discussion, structural

transitions will be treated in a modular fashion with particular focus on their possible

contribution to the mechanism of processivity.

The kinesin “power-stroke” model

Besides connecting the catalytic heads to each other as well as to the cargo,

the neck linker has been implicated in force transduction [245], although the details

of is transduced is still under investigation. The neck linker has been proposed to

execute a “powerstroke” and thereby “drive” kinesin motility [12, 36, 244, 245, 251,

270, 271, 313], by transitioning from a disordered state in the ADP and apo states

[184] to being closely aligned with the side of the head in the ATP-like state, where

it can form a short β-sheet with the motor core [258, 270, 313]. In the original model

for kinesin motility, this powerstroke, executed upon ATP-binding, was proposed to

“fling” the rear head forward to the next binding site, thereby advancing the cargo

by 8nm [245, 316]. Consistent with this model is evidence that the neck linkers

of the heads in a dimer bound to microtubule by both heads are relatively static

[285] and pointed in opposite directions: backwards (towards the minus-end) on the

leading head and forward (towards the plus-end) on the trailing head [272, 316], and

further, that they change positions during motility [299].

The details of the powerstroke are still under investigation. Given the dis-

ordered structure of the neck linker when it is undocked from the motor core, it is

unlikely that it acts like a rigid lever arm [144]. Instead, it has been proposed that

the neck linker “zippers up” against the head upon ATP binding [51, 204, 244, 247].

What drives the “zippering” of the neck linker is also debated at this point, but

newer evidence suggests that dynamic “folding” events at the periphery of the ki-

nesin core are involved [140, 161].
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The Brownian ratchet model

Earlier models for kinesin motility implied that the energy derived from

ATP binding to the motor core is mainly responsible for driving the docking of

the neck linker. However, studies of the thermodynamic properties of neck linker

docking have shown that the free energy change release during neck linker docking

is too small to account for kinesins ability to step 8 nm against loads of 5-6 pN

[244]. Newer models have been put forth in which movement is driven by rectified

Brownian motion [43, 137, 145, 204, 221, 222].

Similar models were originally proposed by Huxley for myosin [139], well be-

fore structural details of myosins were available, and operate analogous to Feynman’s

“thermal ratchet” model [72], where movement is driven by Brownian thermal fluc-

tuations [234], but directionality is imposed by a thermal barrier against stepping

backwards [317]. Such models for kinesin imply that the energy for stepping, i.e. for

the movement of the (detached) trailing head to the next binding site are driven by

Brownian motion [145, 222, 292], but backstepping is prevented by a “latch” mech-

anism [204], perhaps the stability of the interaction between the motor core and the

docked neck linker. However, such models will have to be evaluated experimentally,

with particular attention as to what could constitute the “latch” against backward

stepping.

Towards Unraveling Processivity

As mentioned previously, each head is potentially capable of independent

nucleotide cycling with attendant binding/unbinding to/from microtubule. How-

ever, kinesin’s ability to take hundreds of steps [97], with a release probability of

≤ 1% [315] at each step, strongly suggests that the nucleotide cycles of the heads

are coordinated, a notion that has been confirmed experimentally [95, 96, 154, 198].

While the general mechanism and structural basis for kinesin motility have been

extensively studied and seem well-understood, the corresponding mechanism and
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structural basis of mechanical processivity are still being debated.

Many studies agree that the conserved, class-specific neck linker is important

for coordination of the heads, but it is not clear in which way it coordinates stepping.

As described in the previous sections, the neck linker may execute a powerstroke-like

action to advance the trailing head to the next binding site [245, 316], or the trailing

head may advance by Brownian motion [145, 204, 222, 292]. However, neither model

addresses how attachment of the leading head precedes detachment of the trailing

head, a key requirement for processivity.

As mentioned in section Gating the kinesin step on page 36, the coordination

between the heads partly hinges on the generation of strain during motility. The

most likely path to transmit strain to the heads is across the neck linkers, as they

make the only direct connection between the heads when both motors are attached to

the microtubule. Furthermore, as the neck coiled-coil is highly stable and unlikely

to unwind during motility [247, 300], it is possible that the neck linker can be

regarded as a rope. This idea is consistent with evidence that the neck linker can

be disordered when not docked to the core [285], The rope-like neck linker can

thus transmit tension from the cargo or the partner-head to either of the heads in

the dimer, and thereby coordinate the nucleotide-induced conformational changes

through a steric feeback mechanism. To investigate how the strain transmitted to

the heads could affect the ATPase cycles of the heads and keep them out-of-phase,

the structural changes that occur within heads during motility have to be considered.

These changes will be outlined next.

The nucleotide-switch of kinesin

High-resolution structural evidence for nucleotide-induced conformational

changes of microtubule-bound kinesin-1 is limited, but the structure of the monomeric

kinesin KIF1A in complex with microtubule has been solved to resolutions better

than 20 Å, both in the ADP- and ATP-like states [164, 167, 168]. These struc-
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tures show that kinesin adopts a conformation closely aligned with the microtubule

protofilament axis when bound to ATP, while it is “rolled” clockwise (similar to

the (coordinated) turning of an airplane in flight) when complexed with ADP, and

appears “tilted” clockwise when looking perpendiculary from the outside of the mi-

crotubule. In each case, the switch II region (helices α4 and α5, and loops 11-13)

has been found to be stationary with respect to the microtubule, so that the bulk of

the kinesin core rotates clockwise roughly around its long axis by approximately 20◦

[164, 168]. These conformations are shown superimposed on each other in Figure

1.9 on page 58. Similar predictions have been made for kinesin-1 on the basis of

computer simulations, although the angle of the rotation has been predicted to be

smaller [334]. Furthermore, the apo (no nucleotide) conformation of kinesin-1 has

been found to adopt a position with respect to the microtubule similar to the ADP

state of KIF1A as well [271].

The clockwise rotation of the kinesin core may be significant to the mecha-

nism of processivity in two distinct ways. On one hand, the switch II helix prevents

the neck linker from docking to the core in the “tilted” conformation [168]. On the

other hand, the rotation also moves the bulk of the core towards the plus-end when

bound to ATP analogs. Together, these conformational changes move the base of

the neck linker connecting the heads closer to the minus-end of the microtubule in

the ADP state, when compared to the ATP-like state, an observation supported by

other studies [73, 121, 227]. Under the assumption that the neck linker can act as

a spacer or string of fixed length, this observation may suggest that the neck linker

is involved in the gating of the nucleotide binding to the lead head [6, 93], and/or

may serve to pull the rear forward after ATP hydrolysis [335]. These models are

decribed in more detail in section The two-head bound state on page 35.

Lastly, changes in the nucleotide binding pocket of the motor core due to

nucleotide binding, hydrolysis, and release are transduced partly by the switch II

helix and loop to the microtubule binding region. The result of these changes
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is that when ATP is bound to the kinesin head, the microtubule binding regions

form a surface largely complementary to the microtubule surface. By contrast, the

microtubule binding face is predicted to be more convex when ADP is bound in

the nucleotide pocket, thereby reducing the affinity of the core to the microtubule

[168, 334, 335]. Despite the similar orientation of the kinesin head with respect

to the microtubule in the apo and ADP states, changes in the nucleotide sensing

regions transmitted to the microtubule-binding region greatly change the affinity of

the kinesin head to the microtubule between the apo and ADP states. Furthermore,

the ADP-bound form is thought to be highly mobile and thought to be “rocking”

on the microtubule despite remaining weakly attached [278]. The ADP-bound form

of the kinesin core likely occurs in the trailing head [101], and the weakening of the

microtubule-kinesin interface could therefore facilitate a “powerstroke”-like action

by the leading head through release of the trailing head.

The energy barrier between different conformations is likely low, and con-

formational equilibria between the different states, even in the absence of track

polymers have been reported for kinesin as well as myosin [168, 316]. In this re-

gard, it is noteworthy to point out that the crystal structures for human kinesin

in the apo [184] and ATP-like conformations [270], as well as the rat kinesin in

the ATP-like conformation [258] were all solved with bound ADP in the nucleotide

pocket. It is becoming increasingly clear that the nucleotide alone does not control

kinesin conformation, but that there may be a feedback between nucleotide state

and structural state [108]. Is this therefore plausible that both the track and exter-

nal forces (tension) can coordinate the movements of the switch elements (reviewed

in [163, 256]).

The two-head bound state

As mentioned earlier, the two-head bound state likely consists of the trailing

head bound to ATP, and the leading head bound to ADP (weakly attached) or
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empty (strongly attached). The structure of the two-head bound state has been

addressed in the literature [113, 129, 130, 272, 297], but the resolutions obtained

have not been sufficient to distinguish the conformations and/or nucleotide states.

To address how tension could be involved in coordinating the heads, it is necessary

to compare the two-head bound state of strained dimers with that of non-strained

dimers using methods with which conformational differences between the heads can

be distinguished, and assess the differences with regard to processivity.

In this study, we have addressed this problem, and formulated a hypothesis

for the structural basis of processivity of the kinesin-1 motor. Based on the strain-

based gating and feedback mechanism detailed in the preceding pages,

we expect that the two-head bound conformation of the kinesin motor in

the presence of an ATP analog is constrained by the tension acting on the

neck linkers to include one ATP-like head and one nucleotide-free head.

We further propose that these are distinguishable based on nucleotide-

induced conformational changes similar to those seen in KIF1A. In order

to address and support our hypothesis, we have solved by cryo-electron microscopy

the structures of both processive and non-processive dimeric kinesins, as well as

of their constituent monomeric heads. The results are presented in the following

chapters.
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Figures

Figure 1.1 Architecture of the kinesin motor core

This figure the architecture of the kinesin-1 motor core (A) looking at the micro-
tubule binding face and (B) looking at the right side of the molecule in the direction
of movement. The microtubule plus-end is towards the top of the page in (A) and
towards the upper right in (B). The N- and C-termini are shown in green and blue
spacefill, respectively, and the nucleotide in light blue spacefill. In (B), tubulin
has been inserted in the approximate position for reference and is shown as a grey
surface. The coloring of structural elements is as follows: neck linker (red), neck
coiled-coil (blue), microtubule binding regions (orange) with switch II helix colored
darker, and switch I loop (yellow).
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Figure 1.2 Comparison of the kinesin and myosin folds

The drawing shows the general topologies of kinesins (top) and myosins (bottom),
as well as the connectivities of the secondary structure elements. Arrows represent
β-sheets, circles represent α-helices, and the nucleotide (ATP or ADP) is shown in
red. Connectivities in myosin that differ from those found in kinesin are colored
blue. Note that the leftmost β-strand in myosin (darker) is reversed compared to
kinesin, and the rightmost β-sheet (outline), is absent. Also noteworthy are two
actin binding domains present in myosin, but not kinesin. These are shown with
dashed lines between β5 and β6, and α4 and α5 and include 180 and 150 residues,
respectively. For simplicity, secondary structure elements on these insertions are not
shown.
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Figure 1.3 The three kinesin categories

The schematic shows the classification of kinesin in three different groups, based on
the location of the motor core (blue) and neck region (green) within the sequence.
The non-conserved regions (grey) often form extended domains that link the motor
to the cargo through interactions with adapter molecules. Kinesins that do not fall
into any of the three categories due to low sequence homology are termed orphan
kinesins. For an example of the functional organization of these domains, see Figure
1.4 on page 50, and for a structural comparison between the KIN N kinesin-1 and
the KIN C kinesin-14 heads see Figure 1.5 on page 51.
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Figure 1.4 Organization of kinesin-1

Kinesin-1 is organized as a heterotetramer of two heavy chains and two light chains.
The heavy chains contain the catalytic heads (blue), the coiled-coil dimerization
domain (grey), and the neck domain with neck linkers (green) linking the heads to
the dimerization domain. The light chains (orange) link the heavy chains to the
cargo through a variety of adapter molecules for specific cargoes. The microtubule
is shown for reference. The heavy chains of several kinesins are organized in similar
fashion, with catalytic heads connected to the cargo by extended dimerization do-
mains, but the relative position of the head within the amino acid sequence differs,
as shown in Figure 1.3 on page 49.
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Figure 1.5 Comparison of kinesin-1 and kinesin-14

The domain organizations of kinesin-1 (blue) [270] and kinesin-14 (ncd) [255] (light
green) are compared with respect to the force-transducing elements. Equivalent
Cα positions within the sequence are shown as spheres. Tubulin (grey surface) is
modeled in approximate location as a reference, with plus-end facing towards the
upper right.
(A) Kinesin-1 with the N-terminal region shown in lighter color and the C-terminal
force-transducing element in bright green.
(B) Kinesin-14 with the N-terminal force-transducing α-helix colored red and the
C-terminal Cα) shown in spacefill.
(C,D) Two different views of the superimposed two structures. For reference, the red
and light blue spheres are equivalent residues, as well as the bright green and light
green spheres. Atomic coordinates were superimposed by alignment of switch II
microtubule binding region residues 601-634 (2NCD) and 256-290 (1MKJ). Tubulin
coordinates were modeled based on alignment of residues 256-290 of human kinesin
in ATP-like state (1MKJ) and in apo state in complex with microtubule (2P4N).
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Figure 1.6 Models for processive kinesin motility

Comparison of models for processive stepping of kinesin. The identical kinesin heads
are shown as yellow and green circles to distinguish them in the drawing. The blue
triangle denotes the center of mass of the dimer. The red arrow and blue arrow
denote the movement of a head and the center of mass, respectively, and their
lengths are proportional to the displacement. The asterisk marks a fixed spot on
the microtubule. The states are as follows for the hand-over-hand model:

I In the pre-step state, the heads are bound, one behind the other, to the mi-
crotubule track.

II Stepping detaches the trailing head (green) and moves it forward past the
leading head (yellow), where it attaches to the next available binding site.

III The post-step state is mirror-symmetric to the pre-step state with respect
to the yellow head. The heads have reversed their relative positions, and the
center of mass has moved by half of the displacement of the green head.

The states for the inchworm model are as follows:

I In the pre-step state, the heads are bound, one behind the other, to the mi-
crotubule track.

II The first substep detaches the leading head (yellow) and moves it forward to
the next available binding site. The separation between the heads increases,

and the center of mass moves by
1
2

of the displacement of the yellow head.

III The second substep detaches the trailing head (green) and moves it forward
to the binding site vacated by the yellow head. The separation between the

heads decreases, and the center of mass moves again by
1
2

of the displacement
of the green head.

IV The post-step state is equal to the pre-step state and the center of mass has
moved by the same distance as each of the heads.
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Figure 1.7 ATPase cycle of the kinesin head
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This sequence illustrates the nucleotide cycle of monomer head.

I Free in solution, each kinesin heads has one tightly bound ADP. Release of
this nucleotide is very slow (0.026 s−1) [94, 104], destabilizes kinesin [135, 260]
and is therefore not likely to be encountered physiologically [106, 135].

II Diffusional encounter with microtubule leads to weak interaction and starts
the kinetic cycle. Subsequent strong attachment of kinesin to the microtubule
antagonizes ADP binding and leads to the release of ADP (150 − 300 s−1 for
the two-step process [198, 217]). Under physiological conditions this represents
an essentially irrevesible gating step, although ADP can rebind if present in
sufficiently high concentrations.

III Nucleotide-free kinesin is tighly attached to the microtubule (Kd = 3 nM
[48]) and able to bind ATP.

IV ATP binding to the kinesin head leads to rapid ATP hydrolysis and progression
along the pathway (kMT

cat = 60 − 80 s−1 [135, 198]).

V Release of Pi is as fast as hydrolysis (khyd = 200 s−1 [135, 198]) and essentially
irreversible [94]. The head is released and can revert to state II. Reattachment
is slightly favored over detachment, so that even individual kinesin head pos-
sess limited kinetic processivity and hydrolyze multiple (approximately 4) ATP
molecules before dissociation from the microtubule [148].
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Figure 1.8 Model of processive motility for kinesin-1
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This diagram illustrates a model for processive stepping of kinesin. The major
pathway follows the states by increasing numerals, except where noted. The red
double-headed arrow with asterisk denotes the equivalence of states III and VI,
with the heads having switched roles. Rates for the processes related to individual
heads are given on page 1 on page 30 and in Figure 1.7 on page 54.

I In solution, kinesin heads are tightly bound to one ADP molecule per head.

II Diffusional encounter with a microtubule leads to weak attachment and starts
the kinetic cycle.

III Attachment of kinesin to the microtubule leads to the fast release of ADP
from only the interacting head (at ≈ 50 s−1) and (due to the high affinity of
the apo state for microtubule) strongly attaches that head in an essentially
irreversible gating step to the microtubule [95, 100, 197]. In this “waiting
state”, the position of the tethered head is unclear [34] (several possibilities
are shown in dashed lines), but it releases ADP very slowly (< 1 s−1 [197])
does not strongly interact with the microtubule.

IV Binding of ATP to the attached head induces isomerization of the attached
head and rapid attachment of the tethered head from the previous waiting
position (shown in dashed lines) (> 2000 s−1 [49]) [260]. Note that ATP hy-
drolysis at the attached head (and therefore reversion to state II with potential
release from the microtubule or futile hydrolysis cycles) competes with ADP
release at the tethered head (stepping). Because the rates for these processes
are similar (less than 10-fold difference, as mentioned in Figure 1.7 on page 54),
both the expected rate of release from the microtubule, as well as the number
of futile hydrolysis cycles would be significantly higher than experimentally
observed. The observed release probability of ≤ 1% [97, 315] and coupling
ratio of 1 ATP per step [46, 265, 324] argue for coordination of nucleotide
cycles between the heads.

V ATP-induced isomerization is followed quickly by ADP release from the sec-
ond head (at ≈ 50 s−1 [197]) and strongly attaches the second head to the
microtubule. This event traps ATP in the trailing head [52, 307] and leads to
its rapid hydrolysis.

VI Release of Pi reverts the trailing head to the weakly attached state, which
releases the head from the microtubule and reverts the motor to a waiting
state equivalent to state III), but with the head in switched roles.
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Figure 1.9 The conformational switch of KIF1A

This figure compares the microtubule bound structures of KIF1A in the ADP (blue)
and ATP-like (green) states [168], (A) looking at the right side of the molecule in
the direction of movement and (B) looking approximately perpendiculary at the
microtubule interaction surface. The microtubule plus-end is towards the upper
right in (A) and up in (B). The switch II helices are colored red and orange for the
ADP- and ATP-like states, respectively, and tubulin is shown as a grey surface. For
reference, the last resolved residue common to both structures (near the presumed
base of the neck linker) is shown in spacefill.



chapter two
Methodology

The Electron Microscope

Introduction

The first electron microscope was constructed in 1931 by Ernst Ruska and

Max Knoll at the Technische Hochschule in Berlin. Although the resolution of the

first prototype was modest at a little over 20 nm, it proved the concept that elec-

tron beams could be used to visualize matter [183]. Since then, electron microscope

development has been driven by the desire to achieve atomic resolution and beyond.

Indeed, resolutions better than 10 Å were achieved after the Second World War, and

modern transmission electron microscopes such as the JEOL-2200FS are capable of

resolutions below 2 Å [19]. Although a detailed technical description of image for-

mation in the electron microscope can fill books by itself (for excellent references on

the subject see [29, 243, 274]) and is well beyond the scope of this document, a brief

description of the technical issues directly affecting the collection and interpretation

of biological data will be given. It should also be noted that all descriptions here

refer to transmission electron microscopes, and may not apply to other types of

electron imaging equipment, such as scanning electron microscopes (SEM).

Electron Microscope Components

As a most simplistic description, an electron microscope should have at least

the following components to be useful:

59
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• An electron source (the “gun”).

• Lenses to focus the electron beam onto the sample.

• A recording medium to detect interactions between the specimen and the

beam.

Of these components, the lenses act on the beam in physically complex ways that

cannot be adequately described here. Furthermore, the entirety of lens actions is

carefully chosen, such that the interaction of the beam with the sample can be

recorded with a minimum of interference of the lenses themselves. The characteris-

tics of the electron gun affect the electron beam, and therefore influence the interac-

tions of the beam with the sample directly, while the characteristics of the recording

media affect how we perceive the interaction of the beam with the specimen. These

components will be briefly considered.

Electron Sources

The purpose of the electron gun is to provide an intense, steady stream of

electrons with which the sample is illuminated. Electron streams used in conven-

tional electron microscopes typically originate from two physical processes: thermionic

emission and field emission. To achieve thermionic emission, a metallic emitter cath-

ode, typically held at a negative potential of 50 - 120 kV, is heated until electrons

are extracted and accelerated towards an anode held at ground potential. Two

common sources for thermionic emission are tungsten filaments and lanthanum hex-

aboride (LaB6) crystals. Both types are typically heated to over 2000◦C before

appreciable emission takes place [243]. LaB6 crystals are difficult to work with,

and are therefore considerably more expensive than Tungsten filaments, but offer

6 - 10X more brightness with similar operating lifetime [274]. Both emitter types

have an energy spread in the range of 1.5 - 2.0 eV and opening angles of 0.7 mrad

[243]. The energy spread influences the Contrast Transfer Function (CTF), which
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is described in detail in section Contrast Formation on page 68.

In contrast to thermionic emission, the field emission effect does not require

significant heating of the filament. Instead, a high voltage applied between a tip-

shaped cathode and a flat anode produces the necessary electron flux. Although the

effect was discovered in 1897 [331], due to technical difficulties the practical appli-

cation started only in 1966 [50]. Field emission guns (FEGs) require much higher

vacuum than thermionic emission (10−7 Torr vs. 10−5 - 10−6 Torr, respectively),

but produces a much lower energy spread of 0.1 eV, while the brightness is 105 times

higher [56]. These advantages, as well as the generally better imaging characteristics

of the FEG [348] make FEG-equipped microscopes worth the substantial increase

in cost, at least for high-resolution electron microscopy.

Recording Media

Traditionally, images in the transmission electron microscope are recorded

on film. Although film is very sensitive, it is generally agreed that sensitivity is not

the main issue for choosing the recording medium [56]. Ultimately, information in

biological electron microscopy is limited by beam damage, and typically the exposure

of the sample to the beam is decreased to limit the damage. Low exposure makes

the detection quantum efficiency (DQE) of the recording medium more important

than its sensitivity. The DQE is defined as

DQE =
SNR2

out

SNR2
in

≤ 1 (2.1)

where SNRin is the signal-to-noise ratio reaching the detector from the sample,

while SNRout is the signal-to-noise ratio behind the detector [56, eqn. 1]. The

DQE value for commonly used film (such as Kodak SO-163) is 0.85 - 0.9 [56, 274].

Although less important with the advent of higher throughput methods for structure

reconstruction, it is also worth pointing out that, in principle, the sampling raster

of film is limited by shot-noise, the statistical variation in the number of electrons
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that impinge on the recording media. Shot-noise is therefore signal-dependent and

follows Poisson statistics [56], but is nonetheless much smaller than what is achieved

by current carge-coupled devices (CCDs) operating under the same conditions. This

means that, using a high quality scanner, sampling on the order of 1 Å at the

specimen is possible [56].

Technical advancements have led to the adoption of CCD cameras suitable

for electron microscopy. The recording of images on CCD cameras avoids the long

process of developing and scanning film, and the recurring costs of film and chemical

use and disposal. In a field where hundreds of films are routinely taken to get enough

images of high quality for reconstruction, and where it is not unusual to discard 50%

or more of the films, significant increases in overall throughput can be achieved by

the use of a CCD camera that requires a minimum of maintenance and manual

intervention. Furthermore, CCD cameras can be coupled directly to workstations

to produce a pipeline for further image processing and analysis, the results of which

can be fed back to the microscope to adjust parameters like defocus, dose, and

magnification [31, 286].

Despite the advantages of CCD cameras, the choice of CCD vs. film in ultra-

structural electron microscopy has to be carefully considered on a case-by-case basis.

The main disadvantages of the CCD camera are its low spatial sampling (currently

around 24 µm/pixel) and small image size. Currently common 2048x2048 pixel

cameras record only about 1/4 of the area that is captured on film. For this rea-

son, in applications that require large areas to be analyzed together, such as struc-

ture reconstruction of filaments, photographic film is the still the preferred method.

Nonetheless, development of larger (e.g. 8192x8192 pixels) is currently underway

(Hans Tietz, personal communication), and holds the promise to eventually building

a pipeline, where the acquisition and interpretation of electron microscopic images

is mediated exclusively by electrons.
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Image Formation

In the transmission electron microscope, different modes of imaging are

possible. These range from brightfield and darkfield imaging to specialized tech-

niques such as Scanning Transmission Electron Microscopy (STEM) and Electron

Energy-Loss Spectroscopy (EELS). Of these, brightfield imaging is by far the most

commonly used in biological electron microscopy, including high-resolution electron

microscopy, and the following discussion will therefore be limited to this particular

imaging mode. While the general treatment of image formation, as described here,

is similar to descriptions of image formation for light microscopes, it should be noted

that additional complications are present in electron microscope image formation

that do not exist in light microscopy.

It is common to describe photons and electrons in terms of both their particle

character as well as wave character, whichever is more convenient to explain the

phenomenon at hand [29]. One of the more prominent complications when describing

electrons as particles is that they, unlike photons, do not travel in straight lines down

the microscope axis. Rather, they follow complicated spiraling trajectories that vary

with distance from the optical axis [274]. Despite this, however, it is possible to

present to the non-expert a useful description by considering only electron paths

very close to and nearly parallel with the optical axis (“paraxial rays”), thereby

ignoring off-axis effects [274]. This treatment is generally sufficient for the needs in

ultrastructural biological electron microscopy, and the procedures generally used,

such as microscope alignment, ensure to a large degree that regions of interest in

a micrograph are unaffected by deviations from the presented theoretical basis.

Indeed the most obvious artifact arising from the non-linear trajectory of electrons

is a uniform image rotation. Although this rotation is occasionally confusing to the

microscope user (because “up” is not up anymore), it is generally irrelevant to any

other aspect of electron microscopy [274]. Due to the more intuitive description of

electrons as particles, the basis outlined here will make use of the particle theory as
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much as reasonably possible. Nonetheless, due to the dominance of phase contrast

with unstained biological specimens (see section Contrast Formation) requires an

introduction to the wave theory of electrons, which will be given in that section.

Scattering

Electrons interact with matter more strongly than radiation with similar

energy (e.g. X-rays), and such interactions, or scattering events can be exploited to

obtain information about the scatterer. The electron wavelength is given by:

λ =
h

p
=

h√
2meE

(2.2)

where p is the momentum, E is the accelerating voltage, m and e are the mass

and charge of the electron, respectively, and h is Planck’s constant [29, eqn. 1.2].

Note that for 200 keV electrons, the wavelength comes out to 2.7 pm or 0.027 Å,

suggesting a theorical resolution limit on the order of 5 pm, far better than the

practically realized resolution of about 1 Å. The discrepancy arises because electron

lenses are inherently poor, and lens aberrations that cannot be corrected in ways

analogous to light microscopy dominate image formation.

Interactions between the electron beam and matter lead to scattering events,

typically described as “collisions” between beam electrons and atoms. These col-

lisions can be further separated into elastic and inelastic categories, depending on

whether energy is transferred during the event. The mean free path of electrons

in vitreous ice (see section Vitrification/freeze-hydration (a.k.a. cryo-EM)) is ap-

proximately 280nm for elastically scattered electrons, compared to approximately

85nm for inelastically scattered electrons [75, p. 16]. The values for scattering from

heavy elements are significantly smaller, however, and will be considered separately.

In the following discussion, generally only single scattering events are considered,

except where noted. Multiple scattering events are difficult to describe, and given
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the typical specimen preparation methods, used for biological specimens, that yield

sample thickness equal to or smaller than the mean free path of the electrons, it is

approriate to ignore multiple scattering phenomena. Generally, elastic and inelastic

scattering occurs simultaneously over the area of the specimen, but the discussion

will be limited, as much as possible, to what useful information can be extracted

from each event [274].

The characteristic of elastic scattering events is that the affected atom or

molecule remains in the ground state, and no energy is lost by the impinging electron.

This type of scattering occurs predominantly between beam electrons and target

nuclei. Based on classical physics (Rutherford scattering model), the nucleus is

considered as a rigid, positively charged sphere, and electrons as negative point

charges. In this simple model, adapted from the classical Rutherford model for the

scattering of α-particles and shown in Figure 2.1A, incident electrons are attracted

towards the nucleus by an electronstatic (Coulomb) force related to the distance to

the nucleus. They are scattered from their original path by angle θ, related to the

radial distance from the nucleus rn by

rn =
Ze

V θ
(2.3)

where Z is the atomic number of the target nucleus, and e is the electron charge

[274, eqn. 8.6]. It is easy to see that scattering events close to the target are

associated with a larger angle θ and are therefore considered as containing high-

resolution information. This is particularly important when selecting apertures for

imaging, as electrons may be scattered outside the aperture, with a corresponding

loss of resolution. The fractional energy loss for a collision between an electron and

a target nucleus can be calculated from the following equation:

∆V

Ve
= 2

me

Mn
(1 − cos θ) (2.4)
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where Ve is the accelerating voltage, me is the electron mass, Mn is the mass of the

target nucleus, and θ is the scattering angle [274, eqn. 8.5]. Note that the mass of

nuclei is much larger than that of electrons (approximately 1, 845 ∗ atomic weight),

and scattering angles for electrons are typically small (on the order of 1◦). Therefore,

the right side of the equation is very small, and the scattering event is considered

elastic.

Inelastic scattering events, in contrast to elastic ones, are associated with the

electronic excitation of the affected atom or molecule from the ground state to a

higher energy state or even to ionization of the target by completely “knocking off“

target electrons. Therefore, inelastic scattering involves the transfer of energy from

the impinging electron to the target. Inelastic scattering generally occurs between

beam electrons and electrons associated with target nuclei. In analogy to equation

2.3, the scattering angle θ is related to the radial distance between the two electrons

re by

re =
e

V θ
(2.5)

but in this case the beam electron is scattered away from the target electron [274,

eqn. 8.6], as shown in Figure 2.1B. Because the factor Z, the atomic number,

does not contribute, the angle is smaller than in the case of elastic scattering. The

fractional energy loss is then calculated by analogy to equation 2.4. Here, the energy

lost due to interaction of two electrons is expressed in analogy to as

∆V

Ve
= 2

me

Me
(1 − cos θ) (2.6)

where Me is the mass of the target electron [274, eqn. 8.5]. Because the fraction of

masses on the right side of the equation is close to unity (neglecting any relativistic

effects), it is clear that considerable energy loss results from electron-electron scat-

tering. In fact, the amount of energy transferred can be anywhere between zero and

the total energy of the impinging electron. This is significant because electron lenses
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are not chromatically corrected, and inelastically scattered electrons therefore are

not focused correctly to contribute to the image in a meaningful way. Due to the

characteristically small scattering angles and the distribtion of energies, though, in-

elastically scattered electrons tend to pass the objective aperture of the microscope

and contribute to the background noise in the image, where they tend to form a

”fog“. Certain elements exhibit characteristic energy loss spectra, corresponding to

energy lost from the excitation of valence electrons. Such spectra and corresponding

”elemental“ images can be obtained by the use of an energy filter, but this method

is not common in biological electron microscopy and will not be considered here.

As mentioned before, both types of scattering occur simultaneously. It is

also clear from the above discussion that the total scattering power increases with

atomic number. The elastic [274, eqn. 8.7] and inelastic [274, eqn. 8.8] scattering

cross sections of an atom can therefore be expressed semi-quantitatively as

σelastic = f(Z
4/3) (2.7)

and

σinelastic = f(Z
2/3) (2.8)

Note that the scattering cross section should be understood not as a measure of the

size of the scatterer, but rather as a probablity that a scattering event, elastic or

inelastic, will occur. The scattering cross sections for common biological specimens

are listed in the following table [274, table 8.2].

Material σelastic σinelastic

Carbon 0.825 1.12

Protein 0.457 0.82

Ice 0.330 0.72

Osmium (stain) 15.840 not avail.

As can be seen, inelastic scattering dominates for unstained proteins, and is al-
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together much weaker than scattering obtained from a heavy metal stain such as

osmium. The next section will discuss how scattering contributes to image forma-

tion.

Contrast Formation

Although brightfield images in the transmission electron microscope may

look at first approximation somewhat similar to images obtained from brightfield

light microscopy, the underlying mechanisms of contrast generation are very dif-

ferent. The limit at which electron micrographs can be interpreted “by eye” is

quickly reached once specimens of subcellular proportions are considered. While

the interpretation of organelles in size and shape is generally straightforward, it is

not usually possible to make a reasonable interpretation of even large (>400 kDa)

molecules or molecular complexes without the help of computational approaches.

Contrast generation in the transmission electron microscope is rather complex, and

several artifacts greatly influence image formation in non-intuitive ways. Only the

most basic considerations for contrast formation, as well as the most commonly en-

countered artifact limiting resolution, the Contrast Transfer Function (CTF), are

discussed here.

Contrast in biological samples can be roughly attributed to two different

sources, these being amplitude contrast and phase contrast. Different methods of

sample preparation can produce large differences in the contribution of each source,

but it should be understood that to some extent both contribute to the final image.

That said, the simplified statement can be made that heavy-atom staining tech-

niques, such as negative staining (discussed in section Negative Staining), produce

mostly amplitude contrast, while the contrast in unstained specimens, preserved

with techniques such as vitrification, is mainly from phase contrast.

Amplitude contrast arises because a significant fraction of electrons that im-

pinge on the sample fail to contribute to the subsequent image formation [62]. This
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type of contrast can therefore be considered as “deficiency contrast”. These electrons

can be scattered outside the objective aperture, or be “lost” to inelastic scattering

(described in section Scattering). While e.g. heavy metal stains common in biologi-

cal electron microscopy significantly increase elastic scattering, the likewise increased

contribution of multiple scattering events to image formation is difficult to describe.

Furthermore, multiple scattering events also increase the probability of electrons

to be scattered outside the objective aperture, and thus, again, not contribute to

the image. Although electrons that are scattered inelastically do contribute to the

image, they do so in a way that is not meaningful for our purposes, and can be

considered as “lost” to noise [248]. Other definitions of amplitude contrast are

available and more accurate, but the one presented can adequately and intuitively

explain contrast generation to the extent needed for a reasonable interpretation of

electron micrographs.

From the above definition, as well as the considerations about scattering

outlined in section Scattering, it is evident that amplitude contrast in biological

specimens is formed largely by stains such as uranyl acetate, and has a minor con-

tribution for images from unstained protein specimens. Given the considerations

about scattering outlined above, it would appear that the interest of the biologist is

to collect as much of the elastically scattered beam as possible in order to increase

the resolution of the image from a stained specimen. This is however incorrect, in

that the (amorphous) stain is only useful as far as it faithfully replicates the surface

structure of the embedded specimen. Given this limitation, it is in practice more

important to the increase the contrast by excluding from the image high scattering

angles and inelastically scattered electrons, rather than collecting electrons scattered

at high angles. A staining technique that relies largely on amplitude contrast are

described in section Negative Staining.

Due to a number of problems associated with staining of specimens (see sec-

tion Negative Staining), it is desirable to use unstained biological specimens when-
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ever possible. As outlined in section Scattering, however, proteins scatter electrons

only weakly. Nonetheless, the information contained even in the limited amount of

elastic scattering from native proteins can be retrieved and used to reconstruct the

underlying density. For this section, it will be more convenient to discuss electron

scattering in terms of the wave-optical model.

The wave model describes the electron as a plane wave traveling along the

microscope axis (z-direction). The interaction of the wave with the specimen mod-

ifies the phase of the wave by an amount in proportion with the thickness of the

object. A simple drawing of this model is shown in Figure 2.1. According to this

model, the phase shift Φ(r) of an incident wave due to interaction with the phase

object is given by

Φ(r) =
∫

C(r, z) dz (2.9)

where r is a two-dimensional vector, such that r = [ x
y ], and C(r, z) is the Coulomb

potential distribution, in three dimensions, within the object [75, eqn. 2.1]. The

phase change experienced by the plane wave is thus described by

Ψ(r) = Ψ0exp[iΦ(r)]. (2.10)

where Ψ0 is the incoming wave [75, eqn. 2.2]. Using the weak-phase approximation

[125] for Φ(r) ≪ 1, equation can be expanded to

Ψ(r) = Ψ0

[
1 + iΦ(r) − 1

2
Φ(r)2 + . . .

]
(2.11)

where the first term (1) is the unscattered wave, the second term (iΦ(r)) is the first

scattering event, and the third term (
1
2
Φ(r)2) is the second scattering event [75,

eqn. 2.3]. In biological specimens embedded in vitreous ice, the mean free path of

electrons is close to 300 nm, well over the thickness of the sample, and the equation

can thus be truncated after the second term. Assuming that observation of the wave

takes place close to the optical axis and far from the specimen with respect to the
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wavelength (Fraunhofer approximation) [91], the scattered wave is further modified

by the effects of defocusing and lens aberrations, and forms a diffraction pattern in

the back focal plane of the objective lens according to

Ψbf (k) = F {Ψ(k)} exp [iγ(k)] (2.12)

where k is the spatial frequency, and γ(k) is the summarized effect of the lens

action and aberrations [75, eqn. 2.6]. The symbol F and later F−1 denote the

Fourier transformation operation, and inverse Fourier transformation, respectively,

of the argument. The wave in the image plane is then obtained by multiplication of

the diffraction pattern by an aperture function [75, eqn. 2.8]

A(k) =


1 for |k| =

θ

λ
≤ θ1

λ

0 elsewhere
(2.13)

and back-transformation [75, eqn. 2.7]

Ψimg(k) = F−1
{
F

{
Ψ′(k)

}
A(k)exp [iγ(k)]

}
(2.14)

Finally, the intensity distribution in the image plane is given by [75, eqn. 2.9]

Iimg(r) = |Ψimg(r)|2 (2.15)

Given the truncation of 2.11 after the second term, the image is formed by the inter-

ference of the unscattered beam with with the single-scattered beam. This imaging

mode is referred to as ”brightfield imaging“, the most common imaging method used

in biological electron miroscopy, and is in contrast to ”darkfield imaging“, where the

unscattered wave is blocked in the back focal plane of the objective lens. Also note

that, in principle, there is a linear dependence of image contrast to the object poten-

tial projected along the optical axis, and thus a straightforward interpretation of the
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image is, to some degree at least, possible. However, the biggest hurdle to the easy

interpretation of the image is contained in the ”lens action“ function γ(k) in equa-

tion 2.12. This effect limits the resolution to which straightforward interpretation

is possible, and will be sumarized next.

The effect of the lens on the transmission function is termed the Contrast

Transfer Function (CTF). The CTF undulates with respect to spatial frequency,

with the outcome that contrast is positive in certain resolution ranges, negative

in others, and zero where the CTF intersects the ordinate. Using the weak-phase

approximation and assuming that Φ(r) is real, the relationship between the phase

shift Φ(r) and the image intensity I(r) can be expressed in Fourier space as [75,

eqn. 2.10]

F {I(r)} = F {Φ(r)} × F {A(r) sin γ(r)} (2.16)

The factor F {A(r) sin γ(r)} = h(r) where A(r) and sinγ(r) are the aperture function

and the lens action function, respectively (equations 2.13 and 2.12), and together

represent the Fourier transform of the point spread function (PSF). The multipli-

cation of the PSF with the phase shift in Fourier space corresponds in real space

to the convolution of the projection of the three-dimensional potential distribution

with the PSF, so that [75, eqn. 2.12]

I(r) = Φ(r) ◦ h(r) (2.17)

In practice, the convolution of the CTF with the image intensity produces effects

like fringes and contrast inversions in the image, necessitating CTF correction for

the retrieval of information down to the resolving power of the microscope. The

technical details of CTF correction are described in section 2.

As mentioned before, the contrast from unstained, native protein specimens

is very weak. Specialized techniques had to be developed to visualize biological

specimens in the electron microscope. For almost three decades, starting with the
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advent of biological electron microscopy in the 1950’s, the most common method

for increasing contrast was by using stains that replicate the specimen as closely as

possible. Only during the 1980’s has it become possible to image proteins in their

native, aqueous environment. Because the contrast from hydrated proteins is very

weak, however, specialized computational methods had to be developed to average

large numbers of individual molecules. Today, these methods, often described as ”in

silico crystallization“, represent the final push to increase the contrast of proteins

to near-atomic resolution [88]. The major techniques for sample preparation for

ultrastructural electron microscopy are described in the next section.
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Sample Preparation for High-Resolution Studies

For observation of biological samples in the electron microscope, the sam-

ples have to be protected from the high vacuum that is necessary for the operation

of the microscope. If a hydrated sample were to be inserted in the microscope,

the vaccuum would dehydrate the sample as soon as it is inserted into the column,

thereby destroying its native structure and rendering it unusable for interpretation

of its original state. Furthermore, the dehydration event can release enough water

vapor into the column to overwhelm the vacuum system of the microscope, with

the prospect of permanent damage to the vacuum system and gun. As such, native

biological specimens are inherently poorly suited to electron microscopic observa-

tion. Additional problems arise from the poor contrast inherent in most biological

assemblies in general, as well as the high sensitivity of chemical bonds found in

living organisms to the high-energy electron beam used to image the sample.

One way to protect the sample from electron damage and simultaneously

enhance its contrast was developed in the late 1950’s with the technique of negative

staining, where the specimen is embedded in a high-contrast stain highly resistant

to electron damage. Negative staining technique was the technique of choice for

biological electron microscopy until the mid-1980’s, when the observation of frozen-

hydrated, or vitrified, samples became practical. Frozen-hydrated samples can gen-

erally represent molecules and protein complexes in their native, hydrated, state,

down to atomic resolution [293, 294] and are today the method of choice for obtain-

ing quantitative structural data for a wide variety of biological samples [75].

More recent developments have led to the combination of classical negative

staining and vitrification, with the goal of merging the advantages of both tech-

niques, while negating their disadvantages. Although these three methods only

represent a small fraction of techniques applicable to biological electron microscopy,

they were used to gather the vast majority of quantitative, structural data of sub-

cellular macromolecules, and currently represent the backbone of high-resolution
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structural electron microscopy. These techniques are outlined below.

Negative Staining

Robert Horne is widely credited with the development and application of

negative staining to biological electron microscopy. He demonstrated convincingly

that biological specimens could be embedded in a thin layer of stain, thereby greatly

enhancing their contrast [26]. Stains in common use include heavy metal salts such

as uranyl formate, uranyl acetate, ammonium molybdate, and sodium or potassium

phosphotungstate. The salt is typically present at low concentrations in the stain-

ing buffer, and is applied after partial dehydration of the sample. Uranyl acetate,

the stain commonly used for quick assessment of samples in the course of this au-

thors studies, is used at a concentration of 1% to 2%, at the solubility limit of this

particular salt.

A general approach to the negative staining of purified protein samples is

to prepare a buffered solution of the protein/protein complex of interest at a total

concentration of 0.1 to 5 mg/ml, depending on the size and nature of the sample. A

certain degree of homogeneity is desirable, but it is generally not necessary to purify

proteins to the same degree as typically used in X-ray crystallography. Protein

samples are often applied to carbon-coated supports on grids of Copper, Rhodium,

Nickel, Gold, or Beryllium, to name a few.

In the preparation of the grid, one typically floats a thin support layer of ethyl

acetate or atomically flat evaporated mica onto a clean water surface and deposits

the grids onto the support surface, such that the support layer adheres to the grid.

To increase the resistance of the support surface of the grid to electron damage,

as well as to render the support film non-conductive, a thin layer of elemental

carbon is evaporated onto the grid [110, 186, 319]. The resulting support surface is

hydrophobic, but can be treated in any number of ways to make it suitable to the

particular application and electric properties of the specimen. Common treatments
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include glow discharge in air (to make the support hydrophilic) and glow discharge

in the presence of amyl amine (to render the surface negatively charged).

The buffer containing the protein is typically applied directly as a drop of 2

- 5 µl to the support surface, and excess solution is wicked off using filter paper.

Stain is applied to the grid and wicked away as with the protein solution, and the

staining may be repeated if necessary to achieve a high degree of embedding of the

protein sample. The stained specimen is air-dried to remove excess water, and can

then be stored, in many cases for years, without a significant deterioration of the

sample itself.

While the contrast enhancement of the specimen afforded by the stain is gen-

erally very high, it does come at a price. Artifacts are common with negative staining

and their implications have to be carefully considered before any interpretation of

the underlying specimen structure can take place. The first and foremost artifact is

the dehydration of the specimen. During sample preparation, the hydrating water

layer around the protein sample is replaced by stain, and the resulting “cast” of

stain is imaged. The size of the stain granules generally limits the resolution of the

imaged protein surface to around 20 Å [25, 171], although resolutions considerably

higher (13 Å [38], 4 Å [202, 203, 268]) have been reported in a few cases. Nonethe-

less, the stain does not usually penetrate into the interior of a protein or protein

complex, which can severely distort or entirely collapse the native structure of the

protein or protein complex under investigation [53, 75, 159, 160, 172] and severly

limit the obtainable resolution. Furthermore, specimens beyond a certain thickness

may not be fully embedded in the stain. The parts of the specimen “sticking out” of

the stain are highly sensitive to electron exposure, and therefore do not contribute to

the projection image. This leads to a “sided-ness” of the projection images, where

projections of the specimen that are expected to be mirror images of each other

instead look different.

Another common artifact is the “flattening” of the specimen. Flattening
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occurs due to the mechanical forces acting on proteins during negative staining and

air-drying [159, 160], and can vary widely even within preparations [20]. Boisset and

coworkers found that Androctonus australis hemocyanin can be reduced to less than

2/3 of the orinal size in the long dimension [21]. In some cases the projection image

may only be subtly affected by shrinkage of the specimen in the direction parallel

to the beam [20], but in the case of helical specimens such as microtubules and

motor-microtubule complexes the flattening effect can severely limit the resolution

and interpretability of the reconstruction.

Lastly, a bias toward certain projections within the collection of possible

projection views is a commonly encountered with negatively stained specimens.

Projection bias arises because the deposition of particles onto the support depends

on the interaction between the particle and the support. If a particular surface of the

particle interacts better with the support than other parts, the view that brings the

interacting surfaces in close contact tends to dominate the projections. Conversely,

if a certain view is only possible through unfavorable interactions between specimen

and support, this view is likely to be underrepresented or entirely absent from the

collection of projections. While the over-/under-representation of certain views does

not constitute an artifact in the sense that an artifact can lead to a mis-interpretation

of the underlying object, it does affect interpretation insofar as conclusions regarding

the structure and/or connectivity of structural elements in the underrepresented

view are limited. A case in point would be 2D crystals (stained or unstained),

where three dimensional reconstructions require the acquisition of tilted views, and

similar considerations can be made for generic objects where only a limited number

of projections is available.

Despite these limitations, negative staining is commonly employed during the

early stages of many projects for rapid assessment of the suitability of a specimen for

electron microscopic analysis. In cases where the low inherent contrast of a specimen

leads to difficulty in the alignment, and therefore averaging, of the specimen, it can
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be helpful to reconstruct the structure from negatively stained samples, and use the

resulting model as a reference to assess unstained particles [126].

Vitrification/freeze-hydration (a.k.a. cryo-EM)

It took two decades of work before the limitations of negative staining could

be overcome in a practical application, and it is the method of vitrification, described

here, that is referred to as “cryo-electron microscopy” or short “cryo-EM ”. Several

groups succeeded in the late 1970’s to embed biological particles in “vitreous” ice

(from latin: “glass-like”). What makes ice “vitreous” is the absence of ice crystals

large enough to be detected by X-ray crystallography and other methods. Ice crys-

tals severely damage or distort biological specimens, and absorb more electrons than

vitreous ice, thereby making observation difficult [2, 62, 63, 75, 89, 189, 293].

Vitrification is achieved by freezing a thin layer of solution so rapidly that

water molecules cannot rearrange and form ice crystals. In practice, the vitrifica-

tion procedure is considered an “art”, rather than “science”. Despite the extensive

theoretical work on the subject, the manual steps involved in vitrification dominate

the procedure, and are therefore highly sensitive to the skill of the experimenter.

High variability between samples is common even among experienced electron mi-

croscopists, and considering the relatively crude macroscopic tools used to address

a microscopic problem, it is quite surprising that the method can work at all. Ad-

vantages and problems of imaging freeze-hydrated samples, as well as practical con-

siderations are outlined below.

Imaging samples in vitreous ice affords many advantages beyond the lack of

a contrast agent and the problems associated with negative staining. Perhaps the

most important advantage is that specimens are imaged in their native, hydrated

state. Furthermore, freeze-hydrated specimens are generally not subject to crystal

packing forces (except in 2D crystals, of course), and can generally be regarded as

true “solution structures”, similar to those obtained using techniques such as certain
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types of nuclear magnetic resonance spectroscopy. Another advantage offered by

cooling samples is a severe drop in radiation induced damage [40, 90, 114, 182].

Despite all the advantages of imaging freeze-hydrated samples, the method

is not problem-free. Perhaps the biggest challenge is the low inherent contrast of

ice-embedded protein complexes. The obtained contrast is related to the density

difference between the sample and the surrounding aqueous medium. The density

of protein is approximately 1.3 g/cm3, very close to the density of pure water of 0.93

g/cm3 at liquid nitrogen temperature [62]. Contrast can of course be enhanced by

increasing the electron dose, but it should be understood that the increased contrast

comes at the expense of radiation damage, and therefore high resolution data [262].

Due to the lack of the electron-resistant stain, unstained and vitrified samples are

much more sensitive to beam exposure than negatively stained samples. Using direct

measurements, it was found that beam exposure as low as 6 e−/Å2 was enough to

destroy fine details in ordered arrays of L-valine [87].

To combat this problem, methods have been developed that minimize the

exposure of the specimen to the beam. Collectively, these methods are referred to

as minimal dose system or short MDS. They aim to minimize specimen damage

from radiation by lowering the electron exposure to the lowest practical levels pos-

sible [185]. In practice, exposures of ≤ 10 e−/Å2 are classified as low dose. As a

consequence of MDS methods, the contrast in individual images is very low, and

can cause problems with the alignment of particles. For this reason, it may be

worth to obtain the initial model of a protein of interest from images of negatively

stained specimens first, and use them for the initial alignment [75]. Furthermore,

larger numbers of particles, often 105 to over 106 (the exact number generally de-

pends on sample characteristics and the desired resolution) are routinely required

to reconstruct structures of ice-embedded specimens, with a general dependence

of resolution on the number of high-quality images. Representative examples of

proteins and protein complexes that have been solved to successively higher reso-
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lution include acetylcholine receptor [211, 309, 311], KIF1A-microtubule complex

[164, 166–168, 223], and GroEL [192, 194, 249, 281].

Despite these shortcomings, cryo-electron microscopy of vitrified samples has

been used successfully to obtain models of protein complexes, in many cases to

near-atomic resolutions [192, 249, 311, 349]. In order to take advantage of the full

potential of cryo-electron microscopy, the methods of sample preparation have to

be mastered. Although trivial compared to other considerations in the structure

reconstruction procedure, the manual steps nonetheless play a critical role in the

overall method, and we will briefly consider them here.

The electron absorption of vitrified samples necessitates that the thickness of

the solution on the EM grid be on the order of less than 100 nm [75]. In practice, it is

difficult to control film thickness, but a simple freeze-plunging apparatus to prepare

vitrified samples has been used to good effect [62]. A schematic of the freeze-plunger

with the most important components is shown in Figure 2.2. Several manufacturers

are making making manual freeze-plungers, and due to the difficulty to achieve

consistent results, automated blotting devices were developed [77], and have been

used successfully [24, 143, 275, 326]. Manual and automated freeze-plungers are

shown in Figure 2.3. Despite automation, the specimen preparation procudure is

the same. Briefly, the sample is applied to the grid support, excess solution is blotted

off, and the grid is plunged into liquid ethane or propane.

The choice of the freezing medium is dominated by the need for a high rate

of energy transfer from the sample to the cooling medium. Using liquid ethane

or propane as the cooling medium, the attainable cooling rate has been estimated

to be on the order of 106 ◦C/s for thin (on the order of a few tens of µm) layers

of aqueous solution [62, 75]. The time between blotting and plunging is perhaps

the most critical, as rapid evaportion of the thin solution layer limits the time

the experimenter has to freeze the specimen [55] and necessitates in many cases

tight control of the humidity and temperature of the atmosphere. Once frozen, the
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grid is transferred to a liquid nitrogen tank and is kept under liquid nitrogen until

observation in the electron microscope.

Specially designed cryo sample holders keep the specimen at or the near liquid

nitrogen temperature (approximately -180◦C) during transfer to and observation in

the microscope. At this temperature, water evaporation is negligible, even in the

vacuum of the microscope column [62], and observation for extended periods is

possible. Aside from keeping temperature, the design of the holder is crucial in

isolating the the specimen from vibrations, e.g. from the bubbling of nitrogen in

the dewar. Examples of typical cryo sample holders are shown in Figure 2.4.

Lastly, the grids used for vitrified samples can have continuous carbon sur-

faces, as in the case of negative staining, but due to the carbon background it is

often desirable to use “holey carbon” grids, where the carbon has holes that can be

used to image particles without the carbon background. Such grids can be made

by hand [62, 80], but holey films with a defined hole pattern have been developed

[39, 239] and are commercially available, e.g. under the name “Quantifoil” (Jena,

Germany) [70], and offer advantages, especially for the automated collection of im-

ages [31, 238, 253, 281, 286].

Representative results of the freezing procedure is shown in Figure 2.5. It

is worth noting that the clear vitreous ice desired for high-resolution structural

studies can co-exist with small ice crystals on the same specimen. Ice crystals can

develop through transient warming of the sample at various stages of the procedure,

through continued exposure of the sample to the electron beam, or through deposits

originating from small leaks in the microscope vacuum system, and generally limit

the duration of observation. More recently, the method of cryo-negative staining

was developed to combine the advantages of negative staining and freeze-hydration.

This method is outlined below.
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Cryo-Negative Staining

The relatively new method of cryo-negative staining was developed to in-

crease the low inherent contrast of protein specimens in ice without significantly

distorting the structure of the specimen down to near-atomic resolution [1]. Briefly,

in cryo-negative staining, the sample is prepared in a way similar to conventional

freeze-hydration, but with the difference that the grid is incubated with stain prior

to freezing. Commonly, a 16% ammonium molybdate solution is used in conjuction

with holey films [1, 58, 112], compared to the 2% stain concentration typically used

for conventional negative staining.

Besides the intended effect of increasing signal-to-noise ratio about 10-fold

[58], the stain was also found to significantly decrease the sensitivity of the specimen

to beam damage. While unstained particles of GroEL could be seen disintegrating,

with an attendant loss of contrast, in unstained vitreous ice at a dose of 10 - 30

e−/Å2, the same dose had little discernible effect on the same sample stained with

ammonium molybdate [58], and the GroEL could subsequently be solved to better

than 10 Å resolution [57].

Despite these obvious advantages of cryo-negative staining, the method is

not entirely free of problems, which includes the deformation of certain tubular

structures, presumably due to surface forces during staining [111]. Nonetheless, the

method holds much promise, especially for protein that fall below the size limitation

typically required for conventional cryo-EM. In practice, it is difficult to align parti-

cles in size less than about 300 kDa, and the spliceosomal U1 snRP of about 200 kDa

solved by cryo-EM [282] is currently the exception, rather than the rule [75]. Due

to the increase in signal-to-noise ratio of particles stained by cryo-negative stain-

ing technique, it may be possible to push the molecular size limit for cryo-electron

microscopy lower by using this technique.
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Helical Analysis

Due to the extreme depth of field of the electron microscope, micrographs

of objects recorded by transmission electron microscopy represent projections of

the electron density distribution along the beam direction. Several methods have

been developed to reconstruct the three-dimensional structure of proteins and pro-

tein complexes from their projections. A general method to reconstruct the three-

dimensional image of a specimen from micrographs has been proposed [59] and

successfully implemented [122, 147, 166, 209, 211, 230, 254, 303, 304, 309, 310].

Among the commonly used methods are techniques for the reconstruction of indi-

vidual, spread-out single particles [193], 2D crystallization methods [8], tomographic

reconstruction [232, 321], and helical analysis [60, 162, 230]. Of these, helical anal-

ysis was among the first to find practical use [179]. Helical objects lend themselves

to structure reconstruction because a single projection image of the object contains

information about all the views present in the specimen. A further restriction for

protein complexes occurs because only p1 and p211 spacegroups are allowed for

proteins, due to the chirality of the peptide bond [179]. Thus, the only symmetry

operations allowed for tubular crystals of biological materials are [179]:

translation parallel to the z-axis.

rotation of
2π

N
radians about the z-axis, where |N | ≥ 1 and integer.

screw displacement consisting of a translation parallel to the z-axis and a rota-

tion of
2π

M
radians about the z-axis, where |M | ̸= 1. Furthermore, M =

u

t
,

where u is the number of asymmetric units distributed along t turns of the

basic helix; both u and t are integers.

twofold rotation about a line perpendicular to and intersecting the z-axis

Among these general symmetry operations, the fixed physical relationship between

morphological units and the number of turns of the basic helix leads to a “selection
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rule” that is the characteristic of the helix. The selection rule is expressed as

l = tn + um (2.18)

where l is the layer line number, u is the number of morphological units along

t turns of the basic helix, n is the start number of the basic helix, and m is an

integer. For convenience with calculations involving cylindrical or helical structures,

cylindrical polar coordinates are used to express the real space density as ϱ(r, ϕ, z),

where r is the radius, ϕ the azimuthal angle and z the position along the helix

axis. The corresponding Fourier space coordinates are then expressed as F (R, Φ, Z).

Briefly, the reconstruction process consists of the following steps, which are shown

schematically in Figure 2.6:

1. the helical object is recorded in the microscope as a 2D projection along the

beam axis.

2. the scanned micrograph of the helical object is transformed to Fourier space,

yielding a two-dimensional diffraction pattern of the projection of the object.

3. from the diffraction pattern if not otherwise known, the helical symmetry of

the object is determined.

4. helical symmetry is imposed to extrapolate the 2D transform (diffraction pat-

tern) of the object to 3D.

5. Fourier-Bessel transformation is used to calculate the real-space 3D density

map from the 3D transform.

Step 1 is described in section 2 on page 63. Step 2 is generally done computationally,

often using the Cooley-Tukey Fast Fourier Transform (FFT) algorithm [42]. While

this step yields a “diffraction pattern” of the image, it is important to keep in

mind that, unlike with “real” diffraction patterns, the phases are computed as well,
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and there is no phasing step involved. Step 3, indexing of the diffraction pattern,

is the most difficult and important, and has been extensively treated by others

[169, 170, 180, 302]. While even a simple description of the process is beyond

the scope of this document, a few common problems and their implications are

mentioned here. First and foremost, determination of the exact symmetry from the

micrograph is often very difficult, especially if the diameter of the tube is large [302].

Furthermore, several slightly differing solutions may seem acceptable to explain the

diffraction pattern, especially when one has to deal with lattice distortions as small

as a a few tens of degrees. Consider the example of actin with a helical repeat of 13

asymmetric units for every 6 turns, so that
u

t
=

13
6

. The angle between the subunits

is then 166.1538◦ and the helical repeat 355 Å. If the twist decreases slightly, thereby

changing the angle between subunits by 0.128◦ to 166.2818◦ (very reasonable with

large helical polymers), the lattice changes to
u

t
=

1299
600

, with the repeat increasing

approximately 100-fold to 35,463 Å [65]. This change can go undetected, may be

difficult to index, and may influence the obtainable resolution. Lastly, if the incorrect

symmetry relationship is chosen and imposed during reconstruction, the resulting

density map may or may not look “wrong”, but in any case there is no way to

determine from the result the “correct“ selection rule. Together, these problems

suggest that special care has to be taken during indexing, particularly in the early

stages of structure determination, and that alternate possibilities have to be kept in

mind and occasionally re-evaluated.

Once the selection rule has been determined and the diffraction pattern in-

dexed, the reconstruction of the density map is performed. The selection rule links

the layer line number l to the order n of a Bessel function given by

Jn(x) =
k=∞∑
k=0

(−1)k
(x

2

)n+2k

k!(n + k)!
(2.19)
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The contribution of Jn to the scattering amplitude on layer line l is given by Gn,l

(sometimes referred to as big G):

Gn,l (R) =
∑

j

fjJn (2πRrj) × exp

[
i

(
−nφj +

2πlzj

c

)]
(2.20)

and the scattered amplitude on layer line l is obtained by summation over the orders

n, such that

F (R,ψ, l/c) =
∑

n

Gn,l (R) × exp
[
in

(
ψ +

π

2

)]
(2.21)

Finally the density map is obtained by Fourier-Bessel inversion according to

gn,l (r) =
∫ ∞

0
Gn,l (R) Jn (2πRr) 2πR dR (2.22)

and summation over n and l

ϱ (r, φ, z) =
1
c

∞∑
l=−∞

∞∑
n=−∞

gn,l (r) × exp
[
i
(
nφ − 2πl

z

c

)]
(2.23)

The structure factor per asymmetric unit for layer line l is given by

F (R,ψ, l/c) =
∑

j

∑
n

fjJn(2πRrj) × exp

[
i

{
n

(
ψ +

π

2

)
− nφj +

2πlzj

c

}]
(2.24)

Note that in addition to the theory outlined above, it is often necessary to correct

distortions in order to reach higher resolution. One of these distortions is the tilt

of the helix with respect to the beam, referred to as out-of-plane or ω-tilt. Several

methods to estimate and correct lattice distortions are listed in section 2, which

also includes information about Ruby-Helix, a semi-automated software package for

helical and asymmetric helical analysis.
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Asymmetric Helical Analysis

Introduction to Ruby-Helix

Several software packages have been developed for the analysis of helical

structures [15, 32, 230, 302, 328, 339], based on helical diffraction theory [60, 179], as

described in section 2. These packages typically use shell or Perl scripts to combine

a number of programs that are written in C or Fortran to carry out the analysis. As

the application of more techniques is needed to obtain increasingly higher resolution

from complex and heterogeneous biological structures, this approach becomes more

complicated, because the shell or Perl script needs to provide each C or Fortran

program with all the parameters required for processing the data.

One approach to this problem is to make a scriptable environment specific to

the analysis, as has been done with the Crystallography & NMR System (CNS) [28]

and DENZO software packages [228] for X-ray crystallography, and the SPIDER [76]

and Situs [333] packages for electron microscopy. Recently, the Python program-

ming language has been used to integrate existing software packages, rather than

making specialized scriptable environments. Integration of EMAN [193] and SPI-

DER into Python is underway, and collection of cryo-EM data is being automated

using Python as well [286]. One advantage of the integrated scriptable environment

is that necessary parameters (e.g. magnification, defocus, helical lattice parame-

ters), once defined in the script, are “remembered” by the scriptable environment

or its objects. Users, therefore, do not need to provide all the information to apply

an image analysis method. This advantage makes scripting languages suitable for

rapid program development for scientific data processing.

Another problem with the existing helical analysis software packages arose

when the new method of asymmetric helical reconstruction [162] was applied in order

to analyze motor-microtubule complexes. Even though the theory of asymmetric
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helical reconstruction is an extension of conventional helical reconstruction, existing

software packages could not be used without extensive modifications. This is because

the Bessel orders are hard-coded to be integers in the C or Fortran programs, while

the Bessel orders can be non-integers in asymmetric helical reconstruction.

Therefore, Ruby-Helix was developed to solve the problems of software in-

tegration and to implement asymmetric helical reconstruction. Ruby-Helix was

written using the object-oriented language Ruby [295], a programming language in

many respects similar to Python. Furthermore, several new tools to facilitate heli-

cal image analysis, as well as to automate many of the repetitive steps involved in

helical analysis were incorporated in Ruby-Helix.

Many essential parameters for helical and asymmetric helical analysis are

grouped conveniently in two control files, significantly decreasing the workload on

the user, and allowing users to take full advantage of the automation offered. Overall,

use of Ruby-Helix can considerably decrease the time required for the development

of software and to analyze a large number of cryo-EM images to determine high-

resolution structures. In the following sections, a kinesin-microtubule complex is

used as an example to demonstrate how image processing is performed using Ruby-

Helix.

Ruby-Helix Architecture

Ruby-Helix is built on the object-oriented language Ruby [205, 295]. Al-

though Ruby uses interpreted scripting language, the actual calculations are carried

out by the underlying compiled libraries (Fig. 2.7), yielding speeds of calculation

similar to those of programs written in C or Fortran. The main libraries used for

computation are NArray (http://narray.rubyforge.org/), GSL (GNU scientific li-

brary, www.gnu.org/software/gsl/), Ruby/GSL (http://rb-gsl.rubyforge.org/), and

FFTW3 [79].

In designing Ruby-Helix, three principles were followed. First, the file for-
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mats used for the analysis are compatible with the existing MRC package [15, 54].

As a result, Ruby-Helix can read and write image files, big G files, and other control

files in MRC format. Second, since computers equipped with gigabytes of memory

are commonly used for image analysis, the comparatively slow file input/output to

hard disks is minimize by processing data in random access memory (RAM). This

does not only improve the speed of calculation, but also reduces the conflicts of

names of intermediate files. Third, most of the code is written in Ruby. The algo-

rithms used in the analysis are thus easily traceable, and expansion of the package is

straightforward. In addition, the two master parameter files are also read as Ruby

scripts. Therefore, parameters can also be given as equations, which is necessary to

automate image analysis. Finally, use of the Ruby environment makes debugging

easy, because one can easily modify the programs without compiling them.

Overview of helical image analysis using Ruby-Helix

Fig. 2.8 shows the outline of the overall helical image analysis procedure

using Ruby-Helix. Except for the selection of seam-free sides, which is unique to

asymmetric helical reconstruction, both conventional and asymmetric helical recon-

struction use the same programs for the analysis. For correcting the distortions of

the helical object, many existing techniques, such as dividing helical objects into

short segments and correcting tilt and shift [15, 168, 302], were incorporated in

Ruby-Helix. The following sections describe the new implementations and tech-

niques introduced to Ruby-Helix: iterative unbending, defining the repeat length,

and selection of the seam-free side in asymmetric helical reconstruction.

Straightening of the helical object

To restore strict helical symmetry from curved helical objects, a new graph-

ical interface program and a script for rapid image straightening were developed.

Typically, long helical objects are curved, disturbing the crystalline nature of the
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helix and spreading out layer lines in the Fourier transform of the image. Two

programs in Ruby-Helix correct distortions automatically.

First, a graphical interface called Unbend is used to manually trace the axis

of the helical polymer (Fig. 2.9A), and to generate a spline curve along the image

to be unbent [64]. This graphical interface program superimposes the spline curve

onto the image, so that the user can put enough control points to trace the curved

helical polymer. Usually, the distances between the control points are determined

empirically depending on the curvature of the helical object: the more flexible the

object, the more control points are required, although it is advisable to avoid highly

curved tubes/filaments for higher resolution analysis.

The positions of control points are then refined by a program, auto_unbent.

For a segment of length l, usually on the order of the repeat length, and centered

around each control point, auto_unbent calculates the 1D projection along the

spline curve [344]. The program then performs a cross-correlation CCn(δx) of this

1D projection with its mirror image, and adjusts the spline curve towards the cross-

correlation peak defined by:

CCn(δx) =
∫ (∫ yn+l/2

yn−l/2
ρ(x + δx, y)dy

) (∫ yn+l/2

yn−l/2
ρ(−x − δx, y)dy

)
dx, (2.25)

where ρ is the image of the helical polymer, whose axis is parallel to the y-axis and

(xn, yn) is the coordinate of the n-th control point.

The 1D projection along the filament axis of any helical object should be

mirror symmetric, provided that the segment contains approximately one repeat. By

taking advantage of this symmetry, the shift of the helix axis from the image center

x = 0 from δx that gives maximum cross-correlation CCn(δx) can be reproducibly

and robustly determined. The coordinates of each control point are automatically

adjusted by this value, and written to a new file. As the shift also depends on the

neighboring control points, normally several rounds of correction are performed.
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A result of this procedure applied to a kinesin-microtubule complex is shown

in Fig. 2.9. Even though some of the initial control points were more than 10

Å away from the center of the microtubule, the program quickly corrected the

distortion after three iterations to less than 2.5 Å (Fig. 2.9B). As shown in Fig.

2.9C, both the amount of shift and the shortened filament image can be inspected

to ensure convergence of the fit towards the center of the helical polymer.

In a later step, further distortion correction is performed using the indexed

layer line data, because the helical object can be tilted not only in the plane of

ice, but out of the plane as well. These deviations are commonly termed x-shift

(in-plane shift), and ω-tilt (out-of-plane tilt), respectively [60].

To correct these distortions, a semi-automated routine for rapid correction

and refinement of ω-tilt and x-shift was incorporated in Ruby-Helix. If the image

data shows clear layer lines, user input may be limited to three steps of intervention:

1. identification of the axial height of a particular layer line

2. determination of layer line peak positions across the meridian in the transform

3. generation of a parameter file specifying the indices of layer lines to be used

for refinement along with the peak positions determined in the previous step.

Refine_omega_xshift will compare the near and far side layer lines at a

given x-shift and ω-tilt to minimize the phase residuals. If the refinement process

does not converge, the user can intervene by modifying the search range of (x, ω)

and try the refinement again.

Defining the repeat length

The first step in helical image analysis is to identify the repeat length. In a

later step, it is important to precisely determine the start and end position of the

boxed area to include an exact multiple number of repeats to avoid layer line spread-

ing over multiple pixels in the Fourier transform. Two programs to facilitate this
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process were developed and incorporated into Ruby-Helix, correlation_matrix,

and find_truepitch.

correlation_matrix was developed to initially determine the repeat length,

and is suitable when the repeat length is not known. correlation_matrix calcu-

lates the correlation between two segments of equal length (∆y) according to the

following equation:

CM(y1, y2) =
∫ (∫ y1+∆y/2

y1−∆y/2
ρ(x, y)dy

)(∫ y2+∆y/2

y2−∆y/2
ρ(x, y)dy

)
dx, (2.26)

where ρ is the image of the helical polymer, whose axis is parallel to the y-axis. The

length of segment (∆y) is typically chosen to include more than one protein subunit

along the helix axis. This “correlation matrix” is written out as a MRC image (Fig.

2.11D). By inspecting the matrix image, the start and end positions of the repeat(s)

can be obtained.

This correlation matrix method has advantages over the standard cross corre-

lation method [345], especially when there is heterogeneity within a helical polymer.

With the standard cross-correlation method, a smaller region is selected as a refer-

ence and a larger region is used as a test image to search for repeats. Therefore, the

search depends on the choice of reference image. On the other hand, our method

systematically seeks out similar pairs of segments along the entire length of the

helical polymer. As a result, a better reference image that gives higher correla-

tion values can be chosen. For example, in the microtubule image shown in Fig.

2.11A, segments with three internal striations give higher correlation values (Fig.

2.11D, red asterisks). When selecting repeats, these higher peaks are more reliable

than others. Second, heterogeneity of the helical lattice can be easily detected in

the correlation matrix. For example, the microtubule shown in Fig. 2.11 contains

a microtubule with both 14 and 15 protofilaments. A transition from the 15 to

14 protofilament lattice obvious in the correlation matrix as a change of striation
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pattern (Fig. 2.11D, filled arrowhead.)

Although the above method is useful to roughly determine the repeat length,

more precise refinement of the repeat boundaries is required, as it is essential for

bringing higher order layer lines to an integer height. Find_truepitch, an algo-

rithm developed for this purpose, can determine the repeat length using reference

layer line data by performing a cross-correlation search within an image to find

similar “patterns” common to both reference image and test image. Using repeat

parameters defined in the master parameter file, find_truepitch generates a real

space 2D projection image from a big G file. This reference image is moved along

the length of the filament image, and the cross-correlation plotted as a function of

position. A typical plot is shown (Fig. 2.12, solid lines). Beginning and end of

each repeat can be determined by noting the cross-correlation peak positions (Fig.

2.12, arrowheads) and entering them for further analysis into the master control file.

Furthermore, lateral deviation from the spline curve is plotted on the same graph

(Fig. 2.12, green dots), giving a way to exclude pseudo-peaks.

Automated refinement using auto refine

Polymerized fibrous proteins such as actin and microtubules generally con-

tain more than one repeat per filament. In such a case, each repeat has to be

analyzed, refined and extracted individually to obtain high signal-to-noise ratio.

Auto_refine was developed to automate several of the steps required for refinement,

some of which are described above. Based on switches within the master control file

(Fig. 2.10), the following subroutines can be executed automatically: boxing out of

segments based on information from correlation_matrix or find_truepitch, re-

finement of the repeat boundaries, refinement of out-of-plane tilt and in-plane shift,

extraction of layer line data, and spline curve refinement.

To help achieve convergence of the automated refinement process, it is gen-

erally helpful to check that the following conditions are met:
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1. The boxed out filament should appear reasonably straight and centered within

the box.

2. The Fourier Transform of the boxed image should display layer lines clearly

distinguishable from background intensity, and at integer height.

3. Layer lines selected for tilt and shift correction should show sharp peaks, whose

positions are in agreement between near and far side. Note, that layer lines

with non-integer Bessel order do not have peaks at the same positions.

4. ω-tilt values should be within reason given constraints on the sample, e.g.

under ice thickness conditions typical of cryo-EM. ω-tilt values for filaments

such as actin or microtubules should rarely exceed about 20 degrees.

Analysis of helical objects with a seam

To select seam-free side layer line data, asymmetric helical reconstruction

takes advantage of two characteristics of layer lines with half-integer Bessel orders.

First, when layer line data is averaged, the seam side data cancel each other, while

the data from the seam-free side should be enhanced. This is because a M -function

M1.5(x, Φ), at the first amplitude maximum, shows varying phase in π < Φ < 2π

(seam side), while the function in 0 < Φ < π (seam-free side) has constant phase

(see Fig. 4A in [162]). As a result, averaged big G data from the mixture of seam

side and seam-free side layer line data can be used as a reference for seam-free

data. When data from seam-free and seam sides are aligned to this reference, phase

residuals of non-integer layer lines will generally show higher phase residuals for

seam sides than for seam-free sides (Fig. 3.12C). Second, it is a binary choice to

select seam-free side from the near and far sides extracted from one repeat of helical

object. This characteristic can be used as an independent criteria for seam-free side

selection. This method ultimately depends on the quality of the reference used for

averaging, but it is entirely possible to find the seam side without prior knowledge
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of its location, even for small sets of data.
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Experimental Methods

Sample Preparation

Dimeric Drosophila kinesin constructs were expressed in E.coli using a pET-

21 expression vector (Pharmacia LKB Biotechnologies, Inc.) and purified using

standard protocol [135]. Protein was stored at -80◦C until used. Tubulin was purified

from bovine brain using three cycles of polymerization/depolymerization and frozen

at -80◦C until used. 3 mg/ml tubulin was polymerized in PEM30 buffer (30 mM

PIPES-Na, 1 mM EGTA, 1 mM MgCl2, pH 6.8) in the presence of 8% DMSO and

1 mM GTP for 1 h at 37◦C. Microtubules were diluted to 0.3 mg/ml in PEM30

buffer containing 40 nM Taxol to stabilize microtubules. 4 µl microtubule solution

was applied to a glow-discharged holey-carbon grid and incubated for 1-2 min in the

humidity-controlled athmosphere inside the Vitrobot blotting machine (FEI Co.).

For all experiments, 100% air humidity was maintained during incubation. After

incubation, the grids were briefly blotted from the side with filter paper, and 4

µl of kinesin solution (0.15 mg/ml, in PEM30, 2mM AMPPNP or 2 U apyrase

[123, 124, 129] was applied. The grid was incubated for an additional 2-3 min,

as before. Without blotting, the grid was then mounted on the guillotine-device

of the Vitrobot, excess solution was blotted off (typically 1-4 s), and the grid was

flash-frozen in liquid ethane at -180◦C [4]. Grids were kept in liquid nitrogen until

imaging in the electron microscope.

Imaging and Data Analysis

Grids were imaged under minimal dose conditions on a JEOL-2200FS elec-

tron microscope equipped with a field emission gun at an operating voltage of 200

kV and cryo stage kept at -180◦C (94K) (dimeric constructs) or JEOL-3000SFF

with a field emission gun at 300 kV operating voltage and cryo stage kept at -268◦C
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(5K) (monomeric constructs) at a nominal magnification of 40,000X (JEOL Ltd.,

Tokyo, Japan). Images were recorded on film (Kodak SO-163, Eastman Kodak

Co., Rochester, NY, U.S.A.) and selected micrographs were digitized on a LeafS-

can45 (Leaf Systems, Inc.) to a final resolution of 2.5 Å/pixel. Scanned images

of 16-protofilament, 4-start microtubule were computationally unbent [64], and re-

constructed by conventional helical analysis [59, 60] using the Ruby-Helix software

package [207]. Reconstructions from individual helical microtubule repeats were

averaged in Fourier space to obtain the final reconstructions. Data was visualized

using the AVS software package (Advanced Visual Systems, Inc.), PyMol (DeLano,

Warren L. “The PyMOL Molecular Graphics System (2008)”, DeLano Scientific,

Palo Alto, California, USA, http://www.pymol.org), or UCSF Chimera [236].

Docking and Comparisons

For direct comparison of EM density distributions, the corresponding EM

maps were aligned to the same origin using hlxfit4.com [207]. Docking of PDB crys-

tal structures into EM maps was done using the Situs software package [332, 333].

Briefly, a single kinesin-microtubule unit was cut out from the reconstruction and

converted to MRC format. The MRC density map was converted to the Situs for-

mat using the conformat file format converter from the Situs package. The crystal

structures of tubulin (PDB ID:1JFF [191]) and kinesin (PDB IDs: 1BG2 [184] for

human and 2KIN [258] for rat kinesin) were independently docked to the map using

the colores program run with default parameters except for the resolution cutoff

of 18 Å and Euler angle search increments of 2.0◦. Where deemed necessary, the

atomic coordinates were modified prior to docking to remove extended loops and

residues that are unlikely to be resolved in our density maps and may interfere with

the docking of the kinesin core (see Section 3 starting on page 113 for details).

Docking statistics (correlation coefficients) were taken directly from the output file

of the colores program. Docked coordinates of kinesin and tubulin were merged
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into a single PDB to reflect a complete kinesin-microtubule complex. For compar-

isons of docked kinesin-microtubule complexes, as well as for model-building where

superimposition of different coordinates was used, the alignment of the coordinates

was done using least-squares fitting with the lsqman program from the MapMan

suite (Uppsala Software Factory (USF) [7, 173–178], and the data was visualized

in PyMol (DeLano, Warren L. “The PyMOL Molecular Graphics System (2008)”,

DeLano Scientific, Palo Alto, California, USA, http://www.pymol.org)
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Figures

Figure 2.1 Simple models for scattering

Simple models for scattering based on a description of electrons as particles (A, B),
or as waves (C).
A,B) Particle model in which nuclei are modeled as rigid spheres of positive charge
and electrons as point sources of negative charge. A) Elastic scattering of electrons
off a nucleus. B) Inelastic scattering off ”stationary“ electrons. In each case, θ is
the scattering angle, and rn or re denote the radial distance between the electron
path and the nucleus or electron, respectively.
C) Wave model showing the incoming plane wave modified by interaction with the
specimen. The phase is shifted in proportion to the thickness of the object traversed
by the wave, shown as a distortion of the exiting wavefront. In this example, the
wavefront is not disturbed by the medium surrounding the particle. Note, however,
that native biological specimens are commonly imaged in media that scatter almost
as much as the specimen itself.
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Figure 2.2 Schematic of freeze-plunging device

This schematic shows the basic setup for the freeze-plunger. Not shown are devices
for atmosphere control and blotting the samples. In order to achieve rapid plunging
action the plunger rod can be accelerated by springs or rubber bands (not shown).
The bath with the cooling medium (ethane or propane) is cooled by liquid nitrogen,
in which the sample is typically kept as well before moving it to storage.
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Figure 2.3 Examples of freeze-plungers

The photo on the left side shows a manual freeze plunger (Leica, Inc.). The pig
statue to the right of the freeze plunger is a creatively shaped air humidifier, and
is crucial for minimizing evaporation of the sample layer from the grid. Note also
that the entire setup is housed in a greenhouse-like cage. The support pillars of the
cage, as well as the plastic cover, can be seen in the background.
The photo on the right shows a Vitrobot (FEI Corp.) an automated freezing ma-
chine. The black cup containing the cryo-coolant, liquid nitrogen, and samples is
raised during operation. The chamber in the middle is temperature and humidity-
controlled and contains the blotting disks.
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Figure 2.4 The cryo-EM sample holder

In the foreground of this photo is a Gatan cryo-holder. The sample is loaded on
the tip at the left side, while the dewar on the right contains liquid nitrogen to cool
the sample. The cable is used to heat the tip and dewar to room temperature after
observation. The cryo workstation in the background allows for the sample to be
transferred to the tip under liquid nitrogen.
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Figure 2.5 Vitreous ice

The photo on the left side shows a low magnification (200x) view of a representative
frozen-hydrated sample grid. Note that vitrified ice can co-exist with ice crystals on
the same grid, due to contamination and freezing effects.
The photo on the right is a representative close-up of vitrified ice. Note the clear
contrast of the microtubule sample within the ice, and how ice crystals, presumably
on the same order of thickness as the vitreous ice, absorb much more strongly.
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Figure 2.6 Helical image reconstruction

A helical object (top left) is recorded in the electron microscope as a projection
image (bottom left). The image is digitized (scanned) and a ”diffraction image“ is
computed (bottom right). Strong peaks in the diffraction pattern are indexed to
impose a helical lattice, allowing extrapolation to three-dimentional Fourier space
(top right). Reverse Fourier transformation of the three-dimensional transform then
reveals the electron potential distribution of the helical object (top left). Only half
of the diffraction pattern and 3D transform are shown due to redundancy.
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Figure 2.7 Architecture of Ruby-Helix

This diagram shows the architecture of Ruby-Helix with the dependencies on lower
level libraries and packages.
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Figure 2.8 Overview of helical image analysis using Ruby-Helix

This flowchart details the process for analysis and three-dimensional reconstruction
of helical objects using Ruby-Helix.
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Figure 2.9 Unbending of a filament

(A) Control panel of unbent program (top), the initial spline curve (red line), and
the start of the spline curve (blue line) superimposed on the raw cryo-EM image
of KIF1A-microtubule complex. Only control points set between the start and end
points, as defined in the boxes at the left of the control panel, are refined. (B)
Comparison of the shift detected by cross-correlation between the 1D projection of
a segment and its mirrored projection. After three iterations of distortion correction
by auto_unbent, the shift decreased to less than one pixel, which corresponds to
<2.5 Å. (C) Images of the original in A, showing motor-microtubule complex over
three iterations of auto_unbent. The images are shortened along the filament to
enhance the moire pattern of the microtubule and to demonstrate the effect of
unbending.
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Repeat Boundaries
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Figure 2.10 Master Control Files

(A) Part of the master control file showing important parameters for several sub-
routines. (B) Control switches for analysis in total.rb control file.
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Figure 2.11 Determination of the repeat length using correla-

tion matrix

Determination of the repeat length using correlation_matrix. (A) Raw image
of a kinesin-microtubule complex. (B,C) The image is straightened and shortened
along the helix axis by a factor of 32. Note the change of microtubule lattice from
14 to 15 protofilaments in the middle of the microtubule, as indicated by the filled
arrowhead. (D) Output of correlation_matrix, showing correlation between two
segments of the shortened image. Dark diagonal streaks (open arrowheads) indicate
higher correlation. By selecting an appropriate point in the streak, the positions of
start and end of repeat(s) can be obtained.
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Figure 2.12 Determination of the repeat length using

find truepitch

Determination of the repeat length using find_truepitch. Cross-correlation values
(grey line) with peaks (arrowheads). One helical repeat is defined by the distance
between two cross-correlation peaks. Smaller peaks are correlations with kinesin
molecules. In-plane shift perpendicular to presumed helix axis (green dots). The
discrete distribution is due to the shift being measured in pixels. Values on both
axes were converted to Å based on a pixel size of 2.5 Å.



chapter three
Results

Rationale

In order to address the structural principles underlying kinesin processivity,

we have first analyzed and compared the structures of monomeric kinesin heads

in complex with microtubule, as well as of processive and non-processive dimer

kinesins. For our analyses, we chose constructs of the Drosophila melanogaster

kinesin-1 heavy chain (conventional kinesin, KHC [188]), as it can be readily purified

in adequate quantities and has been well characterized biochemically [97, 98, 101,

107, 135, 136, 148, 346].

The monomeric construct dKH357 [148, 149] was used to determine the

nucleotide-dependent structural changes of individual kinesin heads in the absence of

the constraints likely to act on the heads in processive dimers. The monomer struc-

tures therefore establish a “baseline” model for nucleotide-dependent switching of

the kinesin-1 core. We have solved the kinesin-microtubule complex structures with

kinesin in an ATP-like state, as well as in the absence of nucleotide. The kinesin

head is strongly attached to microtubule in these states, and both are expected to

play critical roles in the processive stepping of kinesin-1 (see section 1). Further-

more, these states are expected to constitute the two-head bound transition state

and are therefore key to understanding kinesin processivity.

The dimeric construct dKH405 was used to determine the structures of pro-

cessive and non-processive kinesins in the two-head bound transition state. Based

on our hypothesis that a strain-based gating and feedback mechanism constrains

the conformations of the two-head bound conformation of the kinesin motor, we
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expect to find structural differences between processive (constrained) wild-type and

non-processive (unconstrained) mutant dimers. Specifically, we expect the proces-

sive dimer to include one ATP-like head and one nucleotide-free head, even under

conditions of saturating ATP-analog concentrations. In contrast, both heads of the

non-processive mutant dimer under the same conditions are expected to be in a

conformation reflecting the bound ATP-analog. Furthermore, the observed differ-

ences are expected to reflect nucleotide-dependent switching as established by the

monomer constructs.

Lastly, the KIF1A-microtubule complex structure was solved by asymmetric

helical analysis [162] using the Ruby-Helix package [207]. Comparison of the result

with previously published results [164, 167, 168] can establish the validity and reso-

lution range to which reconstructions obtained from asymmetric helical analysis are

consistent with reconstructions obtained by conventional helical analysis.
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Nucleotide-induced conformational switching

Experimental strategy

Using cryo-electron microscopy and image analysis, we have obtained im-

ages of the kinesin head-microtubule structure in two distinct nucleotide states.

This method allows the preservation of the native, hydrated state of kinesin, in

the functional context of the microtubule. The construct used for this part of the

study was the monomeric Drosophila melanogaster kinesin head dKH357. The bio-

chemical characteristics of this construct have been shown to be consistent with

those of similar kinesin-1 heads from other organisms [196–198]. These heads bind

tightly to the microtubule in the presence of the ATP nucleotide analog AMPPNP

(KMT,ATPanalog

d = 1 − 7 µM [198]) [9, 22, 120, 123, 168] and in the absence of nu-

cleotide (Kd = 3 nM) [48, 123], and possess ATPase rates comparable to full-length

wild-type kinesins [148, 149].

Using conditions that fully saturate the microtubule lattice [129, 271], we

have decorated in vitro polymerized microtubule with the dKH357 kinesin construct,

either in the presence of excess AMPPNP or apyrase (to remove any traces of ADP

or ATP from the buffer). Using cryo-electron microscopy, we have then obtained

images of frozen-hydrated microtubule-kinesin complexes. From these images we

reconstructed the structures of the kinesin head-microtubule from 16 protofilament,

2-start microtubules by conventional helical analysis, as described in section 2 on

page 83. The CTF-corrected reconstructions are shown in Figure 3.1. For the

final reconstructions, 2,300 and 11,000 asymmetric units (ASU) were averaged for

the AMPPNP and apo states, respectively. The resolution for the reconstructions

is approximately 19 Å for the AMPPNP state and 17 Å for the apo state. The

resolution cutoffs reported here are based on a Fourier Shell Correlation (FSC) cutoff

value of 0.3. The FSC results are shown in Figure 3.13. The FSC statistically favors
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particle numbers significantly larger than have been averaged for our reconstructions,

and it is be doubtful that any single FSC threshold can accurately describe the

resolution of a density map [320, 322]. Therefore, the resolution cutoff was fixed at

18 Å for all subsequent comparisons. This estimate of the signal-to-noise ratio of

the reconstructions is in our opinion conservative even for the AMPPNP state.

Estimation of conformational changes

We used several methods to estimate the conformational changes involved in

nucleotide-dependent switching of the kinesin-1 motor core. The results generally

agree and are consistent with our expectation that the kinesin core rotates clockwise

from the AMPPNP state to the apo state, in analogy to the nucleotide-dependent

rotation observed in KIF1A between the ATP-like and ADP states [167], albeit of

much smaller angle.

First we superimposed the reconstructions of dKH357 in the AMPPNP and

apo states by aligning them in Fourier space. The result is shown in Figure 3.4A,

and shows a nucleotide-dependent tilt. While it is possible that the observed density

differences reflect a conformational change, the observed density differences are in

fact not statistically significant by the criteria of the Student’s t-test. However, in

this case it may be difficult to show that the observed differences are statistically

significant, because the relatively small angle of presumed rotation of the kinesin core

would shift the envelope of the protein, as evidenced in the isosurface representation

in Figure 3.4A. The envelope visualized by an isosurface is a choice, in this case an

estimate of the protein-water interface, where electron density is expected to change

abruptly. One could estimate the appropriate isosurface by enclosing a volume based

on the specific weight of proteins in general, but the difficulty of estimating the

protein boundary would remain, particularly for smaller proteins, because extended

structures outside the protein core clearly contribute to protein mass, even though

they may not be resolved. A further complication is the small difference in density



115

between protein and water (approximately 1.3 g/ml and 1.0 g/ml, respectively),

which in turn makes estimates of protein density based on electron scattering more

uncertain. Due to these factors, density gradients such as the protein envelope can

be poorly defined in reconstructions. It is therefore desirable to collect evidence

about the apparent conformational change using a method that takes advantage of

changes in core density that may not be appropriately reflected in the isosurface

representation.

To obtain further evidence for the nucleotide-dependent tilt of the kinesin-

1 core apparent in the isosurface reconstructions, we have used a six-dimensional

rigid-body density matching algorithm to match the densities of our constructs

to densities derived from similar kinesin crystal structures. This method seeks to

maximize the correlation in density between the electron density map and a density

map of comparable resolution derived from the atomic coordinates. The advantage

of rigid-body docking methods is that they utilize the density information in all

three dimensions of the density map, rather than just the envelope represented by

an arbitrarily chosen isosurface. Rigid-body docking can therefore detect density

differences in the protein core, rather than relying on density gradients at the protein

boundary, and is therefore more robust against noise in the density profile of the

protein. Furthermore, this method can supply quantitative information of the fit

between X-ray and EM-derived densities.

Care has to be taken to avoid several pitfalls of the docking procedure. First,

the fit for approximately globular proteins will depend at least partly on the resolu-

tion cutoff for the reconstruction. Kinesin-derived density is sufficiently asymmetric

at a resolution cutoff of approximately 20 Å or better to distinguish the orientation

of the kinesin core, and our reconstructions are therefore suitable for rigid-body

docking. Second, because we are interested in comparatively small conformational

changes of the kinesin core, care should be taken to avoid fitting residues that are

not resolved within our reconstruction or are significantly outside the kinesin core.
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For this purpose, the atomic coordinates of human kinesin in the ADP (PDB

ID:1BG2 [184]) and ATP-like (PDB ID: 1MKJ [270]) were used. The conformations

of the chosen atomic structures represent approximations to the expected confor-

mation in our density map. In particular, 1MKJ represents a kinesin with docked

neck linker [270], as expected for the ATP-like conformation. In contrast, the neck

linker is undocked and disordered in 1BG2 [184], as expected for the apo state.

However, it is important to keep in mind that the crystal structures were solved in

the absence of microtubule and may not fully replicate the physiologically relevant

conformations. Further, the atomic coordinates were modified prior to docking as

shown in Figure 3.2. In the case of 1BG2 [184], residues 239-250 were removed.

In the crystal-derived atomic structure, these residues form an extended loop that

clearly clashes with tubulin density when fitted to the 9 Å resolution structure of

the kinesin-microtubule complex solved by Sindelar and Downing [271] and shown

in Figure 3.2A. These authors could clearly resolve α-helices in their reconstruction,

and the validity of their docking results could thus be easily verified through the su-

perposition of helical densities from crystal- and EM-derived density maps, despite

some obvious clashes within the loop including residues 239-250. To avoid similar

clashes, as well as potential difficulties for the fitting algorithm to simultaneously

include the kinesin core as well as the entirety of the extended loop within our recon-

struction, we removed residues 239-250. In the case of 1MKJ [270], the neck linker

was truncated at T336 to remove the residues that are part of the neck domain. The

coiled coil is not resolved in our reconstrutions, likely due to conformational flexi-

bility within the linker region. In either case, the removed residues formed densities

large enough to affect the accuracy of the docking, but could either not be resolved

in our density maps, or would clash with what is likely tubulin density.

Following modification of the atomic coordinates, exhaustive rigid-body fit-

ting was performed to find solutions that explain the density differences of our

reconstructions between the ATP-like and apo states. The search was performed
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using the using default parameters, except for search angle increments of 2◦ (default

is 20◦), the smallest integral value allowed by the software, and the best 6-10 fits

were inspected. To estimate the effect of differences among the different set of atomic

coordinates on the docking, the coordinates were fitted to both the “matched” and

the “mismatched” electron density map. The result of a “matched” pair is e.g. the

docked coordinates for the ATP-like state of kinesin (1MKJ [270]) docked in the cor-

responding electron-density map (the AMPPNP state). In contrast a “mismatch”

would occur if the presumed conformation of the atomic coordinate set does not

match the nucleotide state of the electron density map, e.g. coordinates for the

ATP-like state of kinesin (1MKJ [270]) docked in the electron-density map of the

apo kinesin-microtubule complex or vice versa. Out of the combination of four fits,

in all cases except one, only one unique “reasonable solution” emerged. “Reason-

able solutions” were considered those that matched the kinesin atomic coordinates

with known kinesin density in the electron-density map in approximately the well-

established orientation for kinesin heads [127, 129, 130, 167, 168, 199, 271], as well

as tubulin coordinates in the tubulin density. In the sole instance that yielded two

“reasonable solutions” for kinesin, these solutions were separated by an RMSD of

less than 1 Å and practically superimposed. All other (“non-reasonable”) solutions

fitted the kinesin atomic coordinates entirely into tubulin density. No solutions

were found that were “reasonable” but were e.g. of incorrect polarity. In the case

of tubulin, the 6 best fits were duplicates and eliminated as such by the fitting soft-

ware, giving a single final solution approximately consistent with established data

[167, 168, 190, 191, 271, 330].

The fitted coordinates of the unique “reasonable solutions” of “matched”

coordinate/density map pairs are shown in Figure 3.3. To establish the basis for

nucleotide-dependent conformational switching and confirm earlier results, the fits

were directly compared. The results are shown superimposed in Figure 3.4 and

are consistent with the nucleotide-dependent tilting of the kinesin core observed by
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superposition of the isosurfaces. This result holds true even where “mismatched”

atomic coordinates were used for docking (not shown). In the case of “mismatched”

pairs of atomic coordinates and electron density maps, the “mismatched” coordinate

set closely aligned with the “matched” set, so that the nucleotide-dependent tilt

could be recapitulated even if the same atomic coordinate set was docked to both

the map of the AMPPNP complex and the apo complex electron density map.

Table 3.1 lists the docking statistics as absolute and normalized correlation

coefficients for pairs of atomic coordinates and electron density maps used for dock-

ing. As can be seen from the above table, the fitting scores for the AMPPNP-

complex map are consistently lower than for the apo-complex map. Furthermore,

while the fit for the “matched” coordinate set (1BG2 [184]) is better than that for

the “unmatched” set (1MKJ [270]) for the apo-complex density map, the density

matching algorithm cannot be used to distinguish “matched” and unmatched co-

ordinate sets in the AMPPNP-complex map. This may be reflective of the lower

resolution of the AMPPNP-complex map, but the fit should not be judged from

these numbers alone, as “unreasonable” fits have scores in the same range.

We also applied the rigid-body docking method to fit the atomic coordinates

to the microtubule portion of our density map, with the goal of building a model

of the kinesin-microtubule interaction. However, the fitted tubulin atomic coor-

dinates appeared to be consistently somewhat mismatched from the density map.

In particular, the tubulin atomic coordinates appeared rotated clockwise from the

direction of the protofilament density when fitted to our map of the apo complex.

The resulting solution clearly placed large parts of the tubulin atomic coordinates

outside of the corresponding tubulin electron density. This problem is illustrated in

Figure 3.5.

Several lines of evidence suggest that this apparent mismatch may be an

anomaly, but its origin is not clear. First, all the kinesin-microtubule complexes

that were analyzed belong to the 16 protofilament, 2-start class. Even if residual
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differences in the supertwist of the protofilament (due to extension or compaction of

the helical lattice) remained after averaging the approximately 20 repeats, such dif-

ferences would be far smaller than the observed rotation. Further, the overlay of the

density maps from the apo and AMPPNP state complex maps shows that similarly

chosen isosurfaces are approximately aligned, and differences in protofilament direc-

tion are not apparent. Second, the fit of the tubulin coordinates to the AMPPNP

complex density map appears more aligned with the protofilament density than the

fit of the same coordinates to the apo map, despite the high apparent similarity of

the tubulin densities in the map. Nonetheless, the same problem of mismatched

density mentioned for the apo map appears to affect the docking for the AMPPNP

density map, though to a smaller extent. In this case, the boundaries of the electron

density and the surface representation appear approximately aligned and parallel on

the right side of the protofilament (with the plus-end facing up), while the parts of

the atomic structure are clearly outside the tubulin density. While the origin of this

problem is unclear, it does largely appear to be confined to tubulin-derived density

in our maps. The fit of the kinesin atomic coordinates to the electron density maps

seems consistent with expectations in that the fit is reasonably capable of explaining

the appearance of the density map.

Comparison of models

Small differences in fitting due to misalignments of density maps can po-

tentially be eliminated by comparing the complex structures based on alignment of

the relatively invariant tubulin component. This can be achieved by merging the

fitted tubulin and kinesin coordinates from the same electron density map, and su-

perimposing the merged complexes using only the coordinates of the fitted tubulin

atomic structure for alignment. Although the problems with fitting the tubulin den-

sity described in the preceding paragraph considerably limit the usefulness of this

approach, it may nonetheless be possible to make some qualitative observations.
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Here, we have compared our results with several published in the literature. The

references chosen for this comparison were the complex structures of the monomeric

KIF1A [164, 168], and the motor domain of the human dimeric kinesin-1 [271], both

of which have been solved to sub-nanometer resolution in complex with microtubule.

First, we have compared our reconstructions to the structure of the human

kinesin-1 head in complex with microtubule. For this comparison, we have super-

imposed the merged coordinates of the monomer kinesin head-microtubule complex

in the AMPPNP state with the published coordinates of the human kinesin head in

complex with microtubule (PDB ID: 2P4N [271]). As mentioned previously, the co-

ordinates for the complex structures were in both cases obtained by independently

docking atomic coordinates for tubulin (PDB ID: 1JFF [191]) and kinesin (PDB

IDs: 1BG2 [184] and 1MKJ [270]) to the respective electron density map, and sub-

sequent merging of the fitted coordinates. Due to a potentially significant error in

the fitting of tubulin coordinates to our density map (described in detail on page

118) of the apo state, we opted to use instead the kinesin-microtubule complex in

the AMPPNP state. The fit of the tubulin coordinates appears to be somewhat

inaccurate even in the AMPPNP map, but the inaccuracy appears to be limited to

a translational component in the direction perpendicular to the protofilament axis.

The superimposed complex structures are shown in Figure 3.6. As expected

due to the translational component of our docking fit of tubulin, our result appears

translated perpendicular to the protofilament axis. Aside from this translation, the

switch II helix at the center of the microtubule-binding interface appears to align

well, consistent with our expectation. Further apparent is a counter-clockwise tilt

of the kinesin in our complex from the kinesin in the reference. Disregarding the

sideways translation, this tilt appears consistent with our results reported earlier

(see Figure 3.4).

Currently, no published structures of the kinesin-1-microtubule complex are

available with kinesin in the ATP-like state, and a direct comparison of our data
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is therefore not possible. Based on our previous observation that the the switch

II microtubule-binding region appears to align well between our complex in the

AMPPNP state and the published kinesin-1 microtubule complex in the apo state,

we have constructed a simulation of the ATP-like conformation based on aligning the

microtubule-binding region of the atomic coordinates of human kinesin in the ATP-

like state (PDB ID: 1MKJ [270]) with the microtubule-binding region of kinesin in

the published apo complex (PDB ID: 2P4N [271]). The superimposed structures are

shown in Figure 3.7A-C. The simulation highlights several features of the proposed

nucleotide-dependent conformational change. First, the nucleotide-induced confor-

mational change appears to be small with respect to changes in the core density. In

fact, a conformational change of this magnitude may be resolved by cryo-electron

microscopy only at resolutions below 1 nm. Second, there is a clockwise nucleotide-

dependent tilt of the core from the ATP-like to the apo state. The angle of this

tilt appears similar to that suggested by our results (see Figure 3.4), but the axis of

rotation appears to be closer to the minus-end proximal (lower) part of kinesin. In

contrast, the axis of rotation in our reconstructions appear to be within the (upper)

“nose” structure of kinesin, distal to the minus end.

Several explanations are possible to explain this discrepancy. One is that

density from the docked neck linker near the “nose” of kinesin towards the plus-end

is deformed by neck linker binding. Evidence for such deformation has been reported

recently [140, 161], and may obscure structural features at resolutions comparable

to what our study is reporting. Another possibility is that the conformation of

kinesin in the presumed ATP-like state does not fully reflect the conformation of

the same kinesin when in complex with microtubule. While the neck linker is indeed

docked in the crystal, it is possible that the bound nucleotide (ADP) does not allow

kinesin to adopt a fully ATP-like conformation. It is certainly worth noting that the

bound nucleotide in the crystal structures of the ATP-like state (PDB ID: 1MKJ

[270]), as well as in the ADP and apo states (PDB IDs: 1BG2 [184] and 2P4N
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[271]) is ADP. This raises the question whether the nucleotide alone fully controls

conformation in kinesin in the absence of microtubules [163]. Lastly, the assumption

upon which our model was built, that the switch II microtubule-binding region of

kinesin should closely overlap in ATP-like and apo states may be fundamentally

flawed. Nucleotide-dependent switching in the monomeric KIF1A suggests that

there may be considerable conformational changes within the switch II helix, leading

to possible variations from perfect alignment of the microtubule-binding region [168].

Taken together, our results suggest a nucleotide-dependent conformational

change of the kinesin core. Our data suggest that the kinesin head is more closely

aligned with the protofilament axis when bound to the ATP analog AMPPNP,

while it is tilted clockwise when no nucleotide is bound. Our apo structure is

consistent with a previously published model [271], while a model for the AMPPNP

state has not been published at comparable resolution. Our proposed model for

this conformational appears to be consistent with a similar model proposed for the

monomeric kinesin KIF1A [168]. Nonetheless, due to several problems arising partly

from the limited resolution of our maps, it will be necessary to re-evaluate our data

when higher-resolution density maps are available.
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Structural basis for processivity

Experimental strategy

To directly assess the structural basis for coordination in dimer kinesin, we

have also solved the microtubule-bound structures of processive wild-type kinesin

and a non-processive mutant in the two-head bound transition state. The recom-

binant wild-type kinesin construct has a core motor domain identical to that used

for the determination of nucleotide-dependent switching in the previous section, but

the wild-type protein includes a longer neck domain for dimerization. The non-

processive mutant is identical to wild-type, except for a 12-residue insertion in the

neck linker, C-terminal to the start of the coiled-coil neck domain. The location of

the insertion in the homologous human kinesin is marked in Figure 3.2B as the color

change from the neck linker (red) to the neck-coil (green) [107]. The biochemical

characteristics of the wild-type construct are consistent with those of similar dimeric

kinesin constructs [196–198], including half-site release of ADP upon microtubule

binding [148, 149]. The mutant construct also has ATPase and binding properties

similar to the wild-type, but does not exhibit half-site ADP release. Instead, it re-

leases most of its bound ADP upon microtubule-binding, leading to approximately

3-fold decrease in kinetic processivity [107].

Based on our hypothesis of a strain-based gating and feedback mechanism

that constrains the conformations of the heads in a two-head bound dimer, we expect

to find structural differences between processive (constrained) wild-type and non-

processive (unconstrained) mutant dimers. Specifically, we expect the processive

dimer to include one head in the ATP-like conformation and one head in the apo

conformation, even under conditions of saturating AMPPNP concentrations. In

contrast, the heads of the non-processive mutant dimer under the same conditions

are expected to be in a conformation reflecting the bound ATP-analog. The observed
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differences are expected to reflect nucleotide-dependent switching as established by

the monomer constructs.

The strategy for data collection and analysis is the same outlined for the

monomeric constructs, including the helical class of microtubule used for analysis

and helical averaging. While this approach facilitates the comparison of datasets

from monomers and dimers, the interpretation of the results is more challenging.

Due to the expected helical averaging of two different conformations in the wild-type

dimer, the reconstruction for this construct is expected to represent an intermedi-

ate conformation with density contributions from both nucleotide states present.

Another consideration particular to dimeric kinesin constructs in complex with mi-

crotubule concerns the saturation of the microtubule lattice. Several studies using

dimeric kinesins have used conditions where the kinesin motor domains were in

excess over avaliable binding sites. In these cases, the unbound heads generally

appeared as partial densities, mostly near the kinesin ”nose“ [123, 124, 129]. Fur-

thermore, the conformation of the bound head is then expected to reflect the bound

nucleotide, as in the case of monomers, due to the lack of strain on the neck linker.

To avoid this problem, we have used conditions that favor a two-head bound state.

Technical considerations

We used several methods to compare our results for the dimer kinesins

with the earlier results from the monomers. The results from the wild-type kinesin

are consistent with our expectation. Difficulties during the reconstruction of the

mutant dimer prevented a meaningful structural comparison of processive and non-

processive kinesins, however. Nonetheless, we have established that it is in principle

possible to distinguish processive dimers with ”mixed“ nucleotide state from non-

processive dimers in which both heads have the same nucleotide state.

In obtaining the reconstruction for the dimer kinesins, we had to consider

two complicating issues. The first is that oversaturation of the microtubule lattice
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would lead to kinesin-microtubule complexes with a head attached to the micro-

tubule, while the second head is unbound (tethered). The tethered heads typically

appear as partial densities ahead of the bound head [123, 124, 129]. In the case

of fractional oversaturation, however, the density attributed to the bound head can

be ”contaminated“ with density from the tethered head. This condition may com-

plicate the interpretation of the density map, because the tethered head density is

typically found near the beginning of the neck coiled-coiled (the start of the green

region in Figure 3.2) and can obscure the nucleotide-dependent tilting of the core,

even at resolutions better than 20 Å. Furthermore, because no strain is acting on

the heads, we would expect to preferentially reconstruct the ATP-like state when

AMPPNP is present. In our sample conditions [130], the binding of both heads to

microtubule was strongly favored, and none of our reconstructions showed density

from tethered heads. It is therefore possible to decorate microtubule with two-head

bound kinesin dimers and to reconstruct the ”mixed“ state of dimer kinesin using

helical analysis.

The second complication of using helical analysis to determine the structures

of dimer-kinesin-microtubule complexes with two bound heads arises due to the

helical averaging process itself. Kinesin dimers bind randomly to the microtubule

lattice, and helical averaging will therefore produce an average of the two confor-

mations, even in the best case of fully decorated microtubule with a kinesin:tubulin

ratio of 1:1. By using this ratio, therefore, we expected to obtain the average con-

formation between the leading and trailing heads. Depending on the degree of

difference between the states under study, this averaging step may lead to difficulty

interpreting the result. However, it can be assumed that the resulting ”intermedi-

ate“ conformation can be interpreted in terms of the underlying nucleotide states, as

previously determined for the monomers kinesins. This assumption is based in part

on Hackney’s finding that the kinesin neck linker plays a major role in regulating the

ATPase activities of the heads [107], and also on the finding that structural state of
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a microtubule-bound monomeric kinesin head represents the underlying nucleotide

state [164, 168]

Despite the technical feasibility of distinguishing a ”mixed“ state dimer from

a ”pure“ state dimer, it is practically difficult to test our hypothesis using helical

analysis. Due to the high similarity of kinesin in the two nucleotide states, consid-

erably higher resolution than we obtained is required to unambiguously indentify

nucleotide-dependent conformation changes in kinesin-1. Even better resolution is

then required to distinguish ”mixed“ states from ”pure“ states. Nonetheless, using

the wild-type dimer kinesin, we were able to demonstrate the technical feasibility of

reconstructing microtubule-bound dimer kinesins.

Comparisons of monomeric and dimeric kinesins

We were able to reconstruct using helical analysis the structures of dimeric

kinesins bound to microtubule under conditions that favor the binding of both heads

to microtubule (i.e. motor domain/tubulin-dimer ratio of 1:1 [130]). The CTF-

corrected reconstructions are shown in Figure 3.8. For the final reconstructions,

23,000 and 31,000 asymmetric units (ASU) were averaged for the wild-type and

mutant constructs, respectively. The resolution cutoff for the reconstructions is

approximately 17 Å for the wild-type and 18 Å for the mutant, as shown in Figure

3.1. As before, the resoution cutoffs reported here are based on a Fourier Shell

Correlation (FSC) cutoff value of 0.3, and the maps were compared using a resolution

cutoff of 18 Å.

To compare the reconstructions and test our hypothesis, that the kinesin

heads in a wild-type dimer should be in different conformations, we have aligned

and superimposed the density maps of monomeric kinesins as well as dimeric ki-

nesins. The superimposed density maps are shown in Figure 3.9. The appearance

and conformation of the wild-type dimer is generally consistent with that of the

monomers. Due to the comparatively small degree of nucleotide-dependent tilting
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of the kinesin core at this resolution cutoff, it is not possible to determine whether

the wild-type dimer is in a ”mixed“ conformation.

The appearance of the non-processive mutant surprisingly is different from

that of the other constructs, despite similar sample preparation and imaging condi-

tions. It appears significantly smaller and more globular than the other constructs,

and its conformation cannot be accurately determined. The most likely reason of the

smaller appearance of the mutant is that the construct is unable to fully saturate the

microtubule lattice. This is confirmed by the comparison of density profiles, plots

of density along the microtubule axis, for the wild-type and mutant reconstructions

shown in Figure 3.10. It is likely that the 12 additional residues in the neck linker of

the mutant make many more combinations of binding sites accessible to the heads.

The resulting bound dimers may therefore be separated by several tubulin subunits,

either along the protofilament axis, laterally, or both. The neck linkers and neck

domains that connect the heads can then adopt many different conformation, and

it is conceivable that they partially occupy one or several binding sites, thus pre-

venting the binding of additional dimers. Other explanations are also possible that

may give further insight into the mechanism of processivity and are discussed in the

next chapter.

To estimate the degree to which our expectation of a ”mixed“ conformation

might be reflected in the density map of the wild-type or mutant dimer kinesin, we

have used the rigid-body density matching algorithm used for the monomeric con-

structs. The results from the docking are shown in Figure 3.11. The conformation

shown in this result should not be taken as evidence of the dimer kinesin adopting

a conformation either towards the ATP-like or apo state. Rather, this was done to

estimate the degree of correlation between the EM-derived density map and a crys-

tallographic map of comparable resolution. As can be seen from the docked result

and Table 3.1, the correlations for the fit are comparable to those for the monomeric

constructs. Further, while the density map closely overlap with either nucleotide
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state for the monomer, the density on the right side of the molecule seems to be

more similar to the apo state, in that density that is present in the ATP-like state

is missing from the wild-type dimer. More work is required to confirm this finding,

but it is consistent with the expectation that only half of the heads in the dimer

have docked neck linkers.
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Asymmetric helical reconstruction using Ruby-Helix

Using Ruby-Helix to apply our new method, asymmetric helical reconstruc-

tion, we were able to analyze several microtubules in our test data set, to select suc-

cessfully seam-free layer line data and to reconstruct the three-dimensional structure

of a kinesin-microtubule complex from experimental cryo-electron microscopy im-

ages. The overall procedure is shown in Fig. 3.12A. The procedure was applied to a

data set of five microtubules containing 17 helical repeats. Resolution for the align-

ment was limited to 25 Å. The initial big G data was obtained by averaging both

near and far sides of a long microtubule that contains approximately four repeats,

regardless of the seam position. The 0th iteration denotes that the far and near sides

of each repeat were aligned independently to this “crude” reference, and averaged.

At this point, phase residuals used to judge the fit of each repeat to the reference

tend to show no clear pattern (not shown). For the following iterations, the average

structure of the previous iteration is used as reference for the next. Furthermore,

at the end of each iteration, the 10% data showing the highest phase residuals at

the 8nm layer line (of Bessel order -1.5), are discarded from the next iteration. This

method preferentially should exclude seam-containing sides from further averaging.

To demonstrate that seam sides are preferentially excluded during the proce-

dure, a kinesin-microtubule complex not included in the above dataset was aligned

to each of the average structures obtained from iterations 0 to 2 (Fig. 3.12B,C). As

can be noted by comparing the plots in B, phase residuals vary across the length of

the microtubule, for both seam side and seam-free side. Nonetheless, after 2 itera-

tions of refinement, the phase residual difference between the seam-containing side

and the seam-free side has considerably increased, as shown by arrows.

To demonstrate the validity of the above procedure, three-dimensional den-

sity maps of the KIF1A-microtubule complex were reconstructed from 14 protofil-

ament microtubules using asymmetric helical reconstruction, as well as from 15

protofilament microtubules using conventional helical reconstruction. For 14 and 15
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protofilament microtubules, 22,000 and 80,000 asymmetric units were averaged, re-

spectively. Typically, indexing used for these reconstructions are: (ν, l) = (15, 1), (−2, 19)

for 15-protofilament microtubules and (ν, l) = (14,−1), (−1.5, 45) for 14-protofilament

microtubules. For comparison, both density maps are shown at 17 Å resolution

(3.12D,E). Visual inspection of the two structures as well as the difference map (not

shown) show no significant difference, demonstrating the validity of asymmetric

helical reconstruction.

Using the above two characteristics, it was possible to progressively select

seam-free layer line data and reconstruct the three-dimensional structure of a kinesin-

microtubule complex from experimental cryo-electron microscopy images. The over-

all procedure is shown in Fig. 3.12A. The procedure was applied to a data set of five

microtubules containing 17 helical repeats. Resolution for the alignment was limited

to 25 Å. The initial big G data was obtained by averaging both near and far sides

of a long microtubule that contains approximately four repeats, regardless of the

seam position. The 0th iteration denotes that the far and near sides of each repeat

were aligned independently to this “crude” reference, and averaged. At this point,

phase residuals used to judge the fit of each repeat to the reference tend to show no

clear pattern (not shown). For the following iterations, the average structure of the

previous iteration is used as reference for the next. Furthermore, at the end of each

iteration, the 10% data showing the highest phase residuals at the 8nm layer line (of

Bessel order -1.5), are discarded from the next iteration. This method preferentially

should exclude seam-containing sides from further averaging.

To demonstrate that seam sides are preferentially excluded during the proce-

dure, a kinesin-microtubule complex not included in the above dataset was aligned

to each of the average structures obtained from iterations 0 to 2 (Fig. 3.12B,C). As

can be noted by comparing the plots in B, phase residuals vary across the length of

the microtubule, for both seam side and seam-free side. Nonetheless, after 2 itera-

tions of refinement, the phase residual difference between the seam-containing side
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and the seam-free side has considerably increased, as shown by arrows.

To demonstrate the validity of the above procedure, three-dimensional den-

sity maps of the KIF1A-microtubule complex were reconstructed from 14 protofil-

ament microtubules using asymmetric helical reconstruction, as well as from 15

protofilament microtubules using conventional helical reconstruction. For 14 and 15

protofilament microtubules, 22,000 and 80,000 asymmetric units were averaged, re-

spectively. Typically, indexing used for these reconstructions are: (ν, l) = (15, 1), (−2, 19)

for 15-protofilament microtubules and (ν, l) = (14,−1), (−1.5, 45) for 14-protofilament

microtubules. For comparison, both density maps are shown at 17 Å resolution

(3.12D,E). Visual inspection of the two structures as well as the difference map (not

shown) show no significant difference, demonstrating the validity of asymmetric

helical reconstruction.
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Summary and conclusions

In summary, we have elucidated nucleotide-dependent switching in kinesin-

1, and have found that the conformational change in kinesin-1 is analogous to the

nucleotide-dependent tilting of the KIF1A monomer. In contrast to the extensive

conformational change of the core seen with KIF1A [167] between the ATP-like and

apo/ADP states, the analogous change in kinesin-1 is very small.

We have also compared the two-head bound states of processive wild-type

and non-processive mutant dimer kinesins. We have generally demonstrated that

two-head bound kinesins can be studied by helical image analysis methods. Our

results have shown that the wild-type kinesin is similar in terms of appearance and

conformation to the monomer kinesins. A non-processive mutant has been found to

be deficient in its ability to decorate the microtubule lattice, in contrast to wild-type

dimer and monomer kinesins.

Overall, we were unable to directly address the structural basis of kinesin-1

processivity in our studies. Nonetheless, we have gained valuable new knowledge

about nucleotide-dependent switching in kinesin-1, and our results open several new

avenues to explore the basis of kinesin processivity. These ideas will be discussed in

the next chapter.

Lastly, we have successfully demostrated the validity and robustness of our

new method, asymmetric helical analysis, by applying the method to experimental

cryo-EM images.



133

Figures

Figure 3.1 Reconstructions of monomer kinesin

Structures of a monomeric kinesin construct (dKH357) in ATP-like (A) and apo
(B) state. Reconstructions were obtained by conventional helical analysis, filtered
to 18 Å, and adjusted to show similar isosurfaces. Color varies by radius from inside
(blue) to outside (orange).
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Figure 3.2 Modified PDB’s for rigid-body docking

Atomic coordinates of human kinesin highlighting modifications performed prior to
rigid-body docking to our density maps. Removed residues are colored green.
(A) Apo state (PDB ID: 2P4N [271], cyan), with residue I325 at the start of the
neck linker shown as magenta spacefill. Plus-end of microtubule is facing toward
upper left. Main-chain atoms of the removed residues in are shown in spacefill for
clarity and to highlight clashes with tubulin density.
(B) ATP-like state (PDB ID: 1MKJ [270], orange), with the neck linker shown in
red and residue I325 at the start of the neck linker shown as spacefill. Plus-end of
microtubule is facing toward upper right.
Tubulin coordinates (grey surface) are part of the apo-structure of human kinesin,
which was solved in complex with microtubule by cryo-electron microscopy. The
original study derived the coordinates for the apo state from independent docking
of PDB ID’s 1JFF (tubulin [191]) and 1BG2 (human kinesin, ADP-state [184])
to the EM-derived density map and subsequent merging of the results [271]. For
(B), the tubulin density was placed in a similar location with respect to kinesins
microtubule-binding interface as in (A), and is shown only for orientation.
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Figure 3.3 Docking of monomer kinesins

Atomic coordinates of representative kinesins docked to the density maps of
monomer kinesin construct dKH357 in AMPPNP (A,B) and apo (C,D) states. The
atomic structures are of human kinesin (PDB ID: 1MKJ [270]) in ATP-like state
with neck linker docked (red) and in apo/ADP state with neck linker undocked
and disordered (PDB ID: 1BG2 [184]). Density maps were filtered to 18 Å reso-
lution, and atomic coordinates were modified to facilitate docking (see Methods).
The docked neck linker in 1MKJ is colored red, and residue I325 at the start of the
neck linker of each molecule is shown as spacefill. The side view includes the docked
coordinates of tubulin (gold; PDB ID: 1JFF [191])
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Figure 3.4 Comparison of monomer kinesins

Comparison of docked kinesin-microtubule structures showing differences in kinesin
core orientation relative to microtubule. AMPPNP state is shown in orange, apo
state in blue, and tubulin as grey surface. (A) overlay of density maps aligned in
Fourier space with plus-end facing up, view approximately perpendicular to micro-
tubule axis. (B) view of docked structures from the outside of the microtubule, ap-
proximately perpendicular to the protofilament axis; plus-end is facing up. (C) view
looking at microtubule-binding interface of kinesin, approximately radially from the
protofilament axis; plus-end is facing up. (D) side view with plus-end facing right.
The Switch-II helix of each kinesin is colored in a lighter shade of the original color;
the docked neck linker in 1MKJ [270] is colored red, and residue I325 at the start
of the neck linker of each molecule is shown as spacefill.
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Figure 3.5 Tubulin docking artifacts

Comparison of docking performance of tubulin atomic coordinates using aligned
density maps. Kinesin density has been cut away, but the switch II helix of the
docked kinesin is shown for reference in cyan (apo) or orange (AMPPNP) state.
Density maps for apo (blue) and AMPPNP (orange) states were adjusted to show
similar isosurface levels that are identical across all panels. Tubulin is shown in
grey in (C,D), and the plus-end is facing up. (A) overlay of density maps aligned in
Fourier space, view approximately perpendicular to microtubule axis. For clarity,
the density map for the apo state is shown as blue isosurface, and the map for the
AMPPNP state as orange mesh. (B) superposition of the docked coordinates to the
electron density maps, shown in the colors of the density maps to which they were
fitted. (C) view of the fitted tubulin coordinates to the density map of AMPPNP
state. (D) view of the fitted tubulin coordinates to the density map of apo state.



138

Figure 3.6 Comparison with reference structure

Comparison of our model of the AMPPNP state with a published model for the apo
state of human kinesin [271]. For this comparison, the docked tubulin coordinates of
dKH357 in AMPPNP state were aligned with tubulin coordinates in the reference
structure. The model for the AMPPNP state (docked coordinates of PDB ID:
1MKJ [270]) is colored orange and the reference structure (PDB ID: 2P4N [271])
blue, with the main microtubule-binding site around the switch II helix shown in a
lighter shade of the original color. Tubulin is shown as a grey surface.
(A) view from the outside of the microtubule, approximately perpendicular to the
protofilament axis; plus-end is facing up.
(B) view looking at microtubule-binding interface of kinesin, approximately radially
from the protofilament axis; plus-end is facing up.
(C) side view with plus-end facing right.
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Figure 3.7 Model of conformational switching
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Model of conformational switching of kinesin-1 based on X-ray crystallographic in-
formation. For this model, the main microtubule-binding interface of human ki-
nesin in the ATP-like (PDB ID: 1MKJ [270]; orange) and ADP/apo-state (PDB ID:
2P4N [271]; cyan) was superimposed under the assumption that these regions are
in contact with the microtubule in identical fashion. (A) view from the outside of
the microtubule, approximately perpendicular to the protofilament axis; plus-end
is facing up. (B) view looking at microtubule-binding interface of kinesin, approx-
imately radially from the protofilament axis; plus-end is facing up. (C) side view
with plus-end facing right. The switch II region used for superposition (residues
256-290) is colored in a darker shade of the original color. The docked neck linker
in 1BG2 [184] is colored red, and residue I325 at the start of the neck linker of
each molecule are shown as spacefilling spheres. Tubulin coordinates (grey surface)
are part of the apo-structure of human kinesin, which was solved in complex with
microtubule by cryo-electron microscopy. The original study derived the coordi-
nates for the apo state from independent docking of PDB ID’s 1JFF (tubulin [191])
and 1BG2 (human kinesin, ADP-state [184]) to the EM-derived density map and
subsequent merging of the results [271].
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Figure 3.8 Reconstructions of dimer kinesins

Structures of dimeric kinesins in the presence of AMPPNP: wild-type dimer kinesin
(dKH405wt) (A) and non-processive mutant with 12 residue neck linker insertion
(dKH405-I12) (B). Reconstructions were obtained by helical analysis, filtered to 18
Å, normalized and adjusted to show similar isosurfaces. Color varies by radius from
inside (blue) to outside (orange).
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Figure 3.9 Comparison of kinesin structures

Comparison of kinesin reconstructions. Kinesin density maps were scaled to the
same magnification and aligned in Fourier space. All views are approximately per-
pendicular to the microtubule axis with the plus-end facing up. Orange density map
represents wild-type construct in all panels. (A) Comparison of monomer kinesin
in AMPPNP state (blue) with wild-type dimer kinesin (orange) (B) Comparison
of monomer kinesin in apo state (blue) with wild-type dimer kinesin (orange) (C)
Comparison of wild-type dimer kinesin (orange) with non-processive mutant kinesin
(blue)
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Figure 3.10 Radial density profile for dimers

Graph showing the radial density profiles for dimeric kinesins. Wild-type is (green),
mutant (blue). The Y-axis is labeled with arbitrary density values, the X-axis in
Å from the microtubule center at 0. Density peaks are labeled MT (microtubule)
and K (kinesin). Due to artifacts related to the contrast transfer function (CTF)
(e.g. negative density peaks), the graphs should not be taken as absolute measures
of density.
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Figure 3.11 Docking of dimer kinesin

(A,B) Atomic coordinates of a representative kinesin were docked to the density
maps of the wild-type dimer kinesin construct dKH405wt. The atomic coordinates
are those of human kinesin (PDB ID: 1MKJ [270]) in the ATP-like state with neck
linker docked. Density map was filtered to 18 Å resolution, and atomic coordinates
were modified to facilitate docking as for the monomers. The side view includes the
independently docked coordinates of tubulin (gold; PDB ID: 1JFF [191])
(C,D) Due to the unusual appearance of the mutant dimer kinesin-microtubule
complex, only tubulin coordinates (gold; PDB ID: 1JFF [191]) could be docked to
the density map and no ”reasonable solutions“ were found for kinesin.
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Figure 3.12 Asymmetric helical reconstruction

Application of asymmetric helical reconstruction to experimental images. (A)
Flowchart for distinguishing the seam side and seam-free side within a data set.
(B) Phase residuals for 8nm layer line (Bessel order -1.5) for far and near sides of
a microtubule with a seam (14 protofilaments, 3-start helix) after alignment to a
reference containing equal numbers of seam sides and seam-free sides (yellow and
blue plots), and after 2 iterations of refinement (purple and brown plots). (C) Av-
erage far-near difference in phase residual for a layer line of integer (4nm, solid line)
and non-integer Bessel order (8nm, dashed line) over 2 iterations of refinement.
(D,E) Reconstructions of the KIF1A-microtubule complex, shown at 17 Å resolu-
tion, using (D) conventional helical reconstruction from seam-free 15-protofilament
microtubules, and (E) asymmetric helical reconstruction from 14-protofilament mi-
crotubules containing a seam.
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Figure 3.13 Fourier Shell Correlations (FSC)

Fourier Shell Correlation curves for monomeric (dKH357) and dimeric kinesins
(dKH405).
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Tables

Table 3.1 Cross-Correlations for Docking.

Atomic Coordinates (PDB ID)
1MKJ (“ATP”) 1BG2 (“apo”) 1JFF (tub)

Map absolute values
dKH357-AMPPNP 0.138496 0.143531 0.188587

dKH357-apo 0.169948 0.183907 0.201003
dKH405wt 0.157786 0.163863 0.242467
dKH405-I12 N/A N/A 0.243748

Map normalized values
dKH357-AMPPNP 0.734 0.761 1

dKH357-apo 0.845 0.915 1
dKH405wt 0.651 0.676 1
dKH405-I12 N/A N/A 1



chapter four
Discussion

The kinesin-1 nucleotide switch

In order to establish the basis for nucleotide-dependent switching in kinesin-

1, we have solved the structures of a monomeric construct of kinesin-1 in the ATP-

like and apo states. These two states are expected to be crucial to the mechanism

of processivity, and likely constitute the states in the transitional two head-bound

state during kinesin walking. Our reconstruction of the apo state generally agrees

with published data [271], while the structure of the microtubule-bound monomer

in the ATP-like state is novel. Our results suggest that the nucleotide-dependent

conformational change of the kinesin-1 core occurs as a clockwise “tilt” between the

ATP-like conformation that is more closely aligned with the microtubule protofiment

axis, and the apo state. This tilt appears to be analogous to the conformational

change observed in KIF1A, but the angle of the tilt is much smaller, from 12◦ in

KIF1A [168] to at most a few degrees based on our reconstructions. This finding

argues for a common mechanism of nucleotide-dependent switching, but the dif-

ferences between kinesin-1 and KIF1A may be indicative of different mechanistic

implementations of switching during motility.

148
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Mechanism of kinesin-1 processivity

Comparison with the processive KIF1A monomer

It has been found that the monomeric KIF1A moves processively along the

microtubule using a biased diffusional mechanism [226]. To prevent detachment

during motility, KIF1A alternately uses two loops to stay attached to microtubule,

even in the weak binding state, and is therefore “anchored” to the microtubule even

when the catalytic head is largely released [227]. Furthermore, KIF1A has been

proposed to interact during motility with the C-terminal tails of tubulin, the last

approximately 10-18 residues of tubulin that are highly disordered [191, 259], and

to use this interaction to “float” from one tubulin to the next [227] while being

“anchored” to the microtubule even in the weak binding state. Based this and other

data, KIF1A can been thought of as “gliding” along the microtubule surface, using

its unique K-loop like an oar to interact with successive tubulin subunits, much like

a rowboat gliding along a lake [168]. Because KIF1A cannot count on gravity to

keep it attached to the microtubule, however, the rowing has to be interrupted by

states of strong attachment to prevent detachment from the microtubule. In this

mode of movement, the large conformational changes associated with nucleotide-

dependent switching may be beneficial in several ways. First, the counter-clockwise

tilt is accompanied by a plus-end directed movement of the motor core upon ATP-

binding can act to position the K-loop closer to the next binding site. Second,

the “reset” of the ATP-like conformation during the weakly attached moves the

microtubule-binding site of KIF1A closer to the next tubulin [168]. Together, these

mechanistic details provide KIF1A with the ability to move processively by a biased

Brownian-motion mechanism, despite effectively having only “one leg to stand on”.

In contrast to KIF1A, kinesin-1 moves processively by coordinating the nu-

cleotide cycles of two heads [13, 86, 95, 97, 197]. Increasing evidenc suggests
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that the coordination of the heads in kinesin-1 is based at least in part on strain

[41, 49, 93, 107, 141, 208, 250, 273, 342]. In particular, Hackney found that reliev-

ing strain acting on the heads through insertion of additional residues in the neck

linker severely disrupts kinetic processivity in kinesin-1. A simple and attractive

mechanism has been proposed to account for strain in the coordination of kinesin-1

[163, 256] and can be easily visualized using KIF1A as an example. Based on this

model, the nucleotide cycles of two kinesin heads can be coordinated by linking them

with a flexible tether in length just short of the distance between two consecutive

microtubule binding sites. Forward stepping could then be coordinated as follows.

In the absence of nucleotide, the tether is not long enough to allow a dimer to span

two consecutive binding sites. However, stepping could occur when the trailing head

binds ATP. The ensuing counter-clockwise tilt would then allow the tethered head

to reach forward and attach to the next binding site. This mechanism can therefore

couple attachment of one head to the nucleotide-dependent conformational change

of the other.

The role of tilting in kinesin-1 processivity

The small angle of nucleotide-dependent tilt apparent in our results might

seems at first difficult to reconcile with such a model, because the small angle of

the tilt seen in our reconstructions may be on the order of only a few Å. Nonethe-

less, the model is consistent with our data for the following reasons. First, the 13

amino acids of the neck linker on each head in a two-head bound state can extend

to approximately 81 Å, when each amino acid is extended to 3.1 Å. This extension

therefore already places considerable strain on the linkage, estimated to approxi-

mately 17 pN*nm [141]. The straightening of the core, even if it moves the base of

the neck linker toward the plus-end by only 5 Å, would involve a large unfavorable

entropy change incurred by restricting the conformational freedom of the of the neck

linker residues. The strain on the linkage would then increase by an additional 6-8
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pN*nm (1.5 - 2 kT) [163]. Furthermore, even if the movement of the neck linker

base is less than 5 Å, considerable bias against straightening of the core is imposed

by the clashing of extended neck linker residues against other structural features of

the kinesin core, notably a β-domain towards the rear of the kinesin molecule. It

is therefore possible that strain on the neck linker prevents nucleotide-dependent

straightening of the lead head, thereby playing an important role in processivity

[163].

Advances in single-molecule fluorescence tracking have allowed the study of

single kinesin dimers during motility, and have yielded considerable insight into the

mechanism of kinesin [34, 78, 82, 93, 145, 158, 214, 252, 278, 296, 299, 327] and

other molecular motors [235, 242, 298, 340]. A recent study directly addressed

the question of whether the decrease in kinetic processivity (the ability to complete

several nucleotide cycles in a single diffusional encounter with a microtubule [98])

observed in mutants with longer neck linkers [107] leads to a decrease in mechanical

processivity (the ability to take many steps before falling off the track [156]). These

investigators found that the insertion of additional residues in the neck linker does

not necessarily lead to a corresponding decrease in mechanical processivity [342].

Instead, progressively longer and more flexible linkers lead to a decrease in coupling

of ATP hydrolysis to stepping, thereby greatly increasing the number of futile hy-

drolysis events and decreasing the motor velocity [342]. An applied backward load is

likely to increase the resistance to detachment of the motor [17], because backward

loads prevent nucleotide binding [324]. A load in the forward direction (towards the

microtubule plus-end), on the other hand, restored velocity [342], suggesting that

strain may be as important to coupling as it is to processivity. The finding that

there is no straightforward relationship between kinetic processivity and mechanical

processivity is somewhat surprising. However, it is noteworthy that individual heads

under zero-load condition can hydrolyze several ATP before release from the micro-

tubule [148, 198], and it is possible that the uncoordinated attachment/release of
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two heads keeps the dimeric motor attached to the microtubule under low ATP con-

centrations. Furthermore, a model in which coordination is achieved solely through

the gating of nucleotide binding to the front head by the effects of strain implies

that the insertion of even a single residue in the neck linker would render kinesin-

1 largely non-processive in the mechanical sense, a notion clearly contradicted by

existing data [107, 342].

It is therefore likely that other mechanisms contribute to mechanical pro-

cessivity of kinesin. Several studies have addressed this problem. Visscher et al.

reported that two load-dependent processes are likely to be involved in kinesin-1

motility [324]. Furthermore, strain on the trailing head has been implicated in

“trapping” ADP after hydrolysis [52, 307], thereby preventing reversion of the head

to the strongly bound apo state in the trailing position. Yet other experiments have

suggested that forwards-directed tension accelerates trailing head release [49, 335],

and that an externally imposed forward pull on the motor can restore processive

motility to motors otherwise unable to move efficiently either by extended neck link-

ers [342], or by mutation of the neck linker attachment site on the motor core [161].

These observations are also consistent with a proposed mechanism by which ADP

release is a force-producing event [116] and allows dimers to take one step per ATP

hydrolyzed [46, 47, 71, 265, 289, 324], as compared to single heads that hydrolyze

on average four ATP before release [148, 198]. These data emphasize the effects of

strain on the release of trailing head, rather than on the gating of the leading head.

Nonetheless, they are consistent with our hypothesis that nucleotide-dependent tilt-

ing of the core contributes to kinesin processivity.

Other mechanisms affecting processivity

While strain plays an important role in kinesin-1 processivity, it is possible

that other structural features contribute to the maintenance coordination between

kinesin-1 heads. Recent studies have found that the the β-domain at the front of the
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motor core to which the neck linker docks, termed “neck-cover bundle”, is actively

involved in force production [161] during neck linker docking, as well as “latching”

of the neck linker against undocking [140]. It has also been previously reported

that feedback on neck linker docking is transmitted from the “neck-cover bundle”

to the catalytic site [108]. A recent study proposed that the “neck-cover bundle”

dynamically folds forward to generate force [161]. Furthermore, these authors find

that the motility of “cover-strand” mutants lacking part of the docking interface of

the neck linker can be restored using an assiting load. An external assisting load

applied to the neck linker is expected to rotate the kinesin core counter-clockwise,

and is therefore consistent with a model in which nucleotide-dependent tilting of the

kinesin core traps ATP and accelerates hydrolysis. The involvement of the “neck-

cover bundle” in kinesin motility is a newly emerging theme that carries promise in

further elucidating the mechanism of kinesin processivity, and it will be interesting

to study the transitions in the “neck-cover bundle” using high-resolution structural

methods.

Despite the promise of elucidating the mechanism of processivity by com-

paring processive wild-type dimers with non-processive mutant dimers, our results

cannot be taken as evidence for the disruption of processivity in the I12 mutant

by the relieving of strain between the heads. Our main finding with respect to the

mutant dimer is that it does not fully occupy the microtubule lattice. One possible

reason is that the longer neck linkers and/or neck domains emanating from bound

heads have considerable freedom to occlude binding sites near the head. Another

possibility is that the neck linker is involved in binding, and that the additional

residues disrupt the attachment of kinesin dimers to the microtubule. From our

work, neither possibility can be ruled out, and it is difficult to infer any information

about the nature of processivity from this result. Nonetheless, our result from the

wild-type dimer shows that it is in principle possible to decorate microtubule with

dimeric kinesins in the two-head bound state, and that helical analysis could be
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used to show differences between processive and non-processive dimers.

Lastly, Ruby-Helix was developed to facilitate the analysis of conventional

helical objects and, for the first time, incorporate a new method, asymmetric heli-

cal reconstruction [162]. The main difference between conventional and asymmetric

helical reconstruction is selection of the seam-free side among layer lines with non-

integer Bessel orders. Otherwise, distortions of the helical structure with seams are

corrected as described for conventional helical analysis, using layer lines of integer

Bessel order. Asymmetric helical reconstruction allows the analysis of structures

such as the dahlemense strain of tobacco mosaic virus [37], certain bacterial flag-

ella [305], and the majority of in vitro polymerized microtubules [165, 277] possess

discontinuities within the helical lattice. These “perturbations” or “seams” prevent

application of conventional helical theory to those filaments, but can be analyzed

using asymmetric helical analysis. In the case of microtubules and complexes of mi-

crotubules and microtubule-binding proteins, the new method allows a significant

increase in the overall throughput for structure determination. For example, most

studies on kinesin-microtubule complexes have used helical microtubules, which rep-

resent approximately 10% of the total for in vitro-polymerized microtubules [241].

Applying asymmetric helical reconstruction to kinesin-microtubule complexes al-

lows a significant fraction of the non-helical microtubules to be analyzed, thereby

considerably reducing the overall time for structure solving.
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Summary/Synopsis

By comparing monomers in different nucleotide states with processive and

non-processive dimers of kinesin-1 in our structural studies, we expected to observe

nucleotide-dependent differences between monomers and strain-dependent differ-

ences between processive and non-processive dimers. We hypothesized that a tilting

similar to that observed in the monomeric KIF1A may contribute to processivity in

the dimeric motor, as other studies have found a dependence of processivity on the

length of the neck linkers connecting the heads. Increasing the length of the neck

linker was found to abolish processivity [107], and we argued that in the presence

of ATP analogs the fully extended neck linkers would allow the leading head to

bind the microtubule in the forward position only in a tilted conformation unable to

hydrolyse ATP, as suggested by others [256]. We have likely identified a nucleotide-

depended tilt of the kinesin-1 core analogous to that reported for KIF1A [168], but

of smaller magnitude. This tilt can be considered consistent with the model of pro-

cessivity, but we were unable to verify experimentally whether strain on the neck

linker indeed constrains the conformation of the two-head bound state.
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Perspectives

Since its discovery in 1985, kinesin has been the subject of intensive research,

making kinesin proteins perhaps the most-studied protein motor family to date. The

enzymatic and biochemical properties of kinesins are well-established, and a large

number of atomic models are available, showing kinesin in different nucleotide and

structural states. Nonetheless, the structural basis for kinesin processivity remains

elusive. An emerging theme in the literature places increasing importance of strain

on the heads as a mechanism of coordination (reviewed in [41]). Strain is likely to

be transmitted through the neck linker connecting the heads, and the neck linker

has indeed been found to have spring-like properties consistent with a role in force

transduction [342].

The notion that strain affects the stepping of kinesin presents a change in

thinking in the field about the relationship between nucleotide and conformation.

Previous studies have focused on the interactions of the nucleotide with the kinesin as

the driving force behind conformational changes that lead to motility. The finding

that strain can coordinate the kinesin heads implies that such strain can restrict

nucleotide-induced conformational switching. This, in turn, suggests that motility

in kinesin may be maintained through a feedback loop between the nucleotide and

structural elements, such as the neck linker.

Despite good evidence that strain is important for processivity, it remains

unclear how such strain would affect the conformations of the heads experiencing

the strain. A model based on nucleotide-dependent core rotation of KIF1A could not

be fully verified with kinesin-1 (our results). Nonetheless, our results are a starting

point for further studies on the structural basis of kinesin processivity. To date,

our structures are the first to report on nucleotide-induced switching of kinesin-

1 in the functional context of the microtubule. Further studies will be needed to

conclusively identify the mechanism by which the nucleotide-induced conformational

switch observed in our results is involved in kinesin-1 processivity.
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Future

To further verify the nucleotide-induced differences observed in our monomeric

constructs of conventional kinesin, it will be necessary to improve the resolution of

our reconstructions. Careful consideration will also be given to the interpretation of

reconstructions from processive and non-processive dimeric kinesins. Furthermore,

in light of other findings regarding structure-function relationships in kinesin [164],

it may be necessary to look beyond crystal structures to formulate a working model

of kinesin processivity. It is possible that approaches have to be considered that do

not depend on static snapshots of the conformation of kinesin, but rather are able

to resolve the conformational changes occuring during kinesin motility. Given more

recent evidence, it may also be necessary to consider not only kinesin as a motile

element, but also whether the microtubule could be involved in kinesin motility

(reviewed in [163]).
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